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Preface

There is a great awareness of the urgent need to eliminate carbon emissions and
improve the operational energy efficiency of the built environment to reduce the
harmful effects on the ecosystem of human economic development and mitigate
climate change reality. This has led to a huge growth in research around the science
and technology of sustainable and resilient development. The series ‘Advances in
Sustainability Science and Technology (ASST)’ was created by Springer Nature and
KES International to respond to the need for a publication channel for the latest
high-quality research on a broad range of sustainability topics.

The rise of the COVID-19 pandemic led researchers around the world to apply
themselves to devise measures to alleviate its harmful effects upon society. This
included not just clinical researchers, but also those working in areas such as engi-
neering, computer science, and the built environment. In March 2021 KES Interna-
tional, a professional organisation for researchers in high-technology subjects such
as artificial intelligence and sustainability, held the ‘COVID-19 Challenge Interna-
tional Virtual Summit’. This had the theme ‘A Transition to a more Resilient World’
and provided the opportunity for those undertaking innovative research on measures
in response to the pandemic, to present their work.

After the summit, selected authors were invited to write chapters for a book in
the ASST series entitled ‘Smart and Sustainable Technology for Resilient Cities
and Communities’. The aim was to create a volume of research applicable to the
mitigation of the COVID-19 pandemic and furthermore to look beyond it to improve
the resilience of society, to make it better able to respond and withstand future
disruptive challenges, including both pandemics and increasing problems due to
climate change.

The outcomewas this bookwhich contains an overview and reports of 21 research
investigations frommainly non-medical researchers in universities around the world.

This book is directed to engineers, scientists, researchers, practitioners,
academics, and all those who are interested in developing and using sustainability
science and technology for the betterment of our planet and humankind.
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Chapter 1
Smart and Sustainable Technology
for Resilient Cities
and Communities—An Overview

Robert J. Howlett and John R. Littlewood

The COVID-19 pandemic has led to enormous human suffering and tragedy with the
World Health Organisation estimating the global death toll to have reached nearly
five million by late 2021 [1]. It has also had disastrous economic consequences, with
the contraction of economies and the likelihood of recession in many parts of the
world, which is itself likely to lead to indirect additional loss of life.

However, we should not be too surprised when global disasters occur as they
happen regularly and come in many forms. Coronavirus pandemics have occurred
regularly before COVID-19, for example the 1918 flu pandemic, SARS, and MERS.
Natural disasters also occur regularly, from the Indian Ocean Tsunami of 2004, the
Haiti earthquake of 2010 to the Fukushima Daiichi power plant disaster in 2011,
following a volcanic eruption under the Pacific Ocean, resulting in a Tsunami. Also,
food and water shortages are continuing disasters in many parts of the world, as is the
decimation of animal species and reduction in biodiversity. All of this is influenced
by the huge challenge of our times: man-made climate change. The European heat
wave of 2003, influenced by human activity induced climate change, is not often
thought of as a major disaster, but researchers have put the death toll at 70,000 with
the observation that “global warming constitutes a new health threat” [2]. Further,
the “heat domes” over Northwest Canada and the USA in the summer of 2021 seen
as the worst heat wave on record in those parts of the earth saw thousands of deaths
where entire conurbations were wiped out by raging fires and external temperatures
peaking at mid-50 °C [3, 4].

R. J. Howlett (B)
KES International Research, Shoreham-by-sea, UK
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2 R. J. Howlett and J. R. Littlewood

There is a need for the development of innovative methodologies and behaviour
to enable societies to be more resilient in the face of disasters that occur from time
to time, but also the continuing disasters which continue around ourselves due to
climate change reality.

When the COVID-19 pandemic struck in 2020, researchers around the world
reacted quickly to apply their research to alleviate its harmful effects on humanity
[5]. There is the opportunity to learn from this research to help build a better world
for society, not just in the short term during the COVID-19 pandemic, but also
afterwards if and when it is eradicated.We should be investing in low-to-zero-carbon
technologies resilient to future global challenges and disasters, whether natural or
man-made.

There needs to be thought leadership on the way that society might evolve in
response to current events; for example the dramatic expansion in homeworking
and the evolution of smart digital productivity tools to enable this to happen. Cities
and rural communities need to evolve to become smarter, more resilient, and self-
sufficient.

This book contains this introduction (Chapter 1) and 21 subsequent chapters,
divided into four parts. Chapters are from a range of countries and are on a range of
topics. Many of the chapters describe research aiming to combat the spread or effects
of COVID-19 but containing lessons to be considered for future. In other chapters,
the research is on topics that have the potential to improve the resilience of society.

1 Part I: “Changes in Work Practices and Employability
in Response to the COVID-19 Pandemic”

This part of the book contains five chapters describing research into improved
employability skills and work-integrated learning, digital transformation of small-
to-medium enterprises (SMEs), urban mobility, and air quality in the workplace.

Chapter 2, “Examining Pedagogical Approaches in Developing Employability
Skills in the Wake of the COVID-19 Pandemic”, describes research investigating
the various approaches to teaching and learning that can be employed by institu-
tions of higher education to develop employability skills among built-environment
students in response to the COVID-19 pandemic. The study found that multidisci-
plinary teaching approaches, work-integrated learning, and placement opportunities
made the most significant contributions to developing graduates’ employability. The
authors concluded that adoption of these approacheswould helpmakegraduatesmore
academically able and also equip them to more easily fit into new work paradigms
evolving out of the COVID-19 pandemic and future disruptions.

Chapter 3, “Relating Work-Integrated Learning to Employability Skills in the
Post-COVID-19 Era”, considers the place of work-integrated learning as higher
education institutions around the world reshape their curricula attempting to alleviate
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the disruption due to the COVID-19 pandemic. The authors make a case for univer-
sities adopting a more innovative approach to ensure that work-integrated learning
is successfully employed because of the benefits to students, despite the challenges
inherent in the approach.

Chapter 4, “Opportunities and Barriers of Digitization in the COVID-19 Crisis
for SMEs”, describes work on digital transformation in small companies, which
has been a key driver of business model development for a number of years. The
study examined the problems and opportunities of integrating digital technology
into small-to-medium enterprises (SMEs) that are particularly affected by external
factors, including the COVID-19 pandemic.

Chapter 5, “New Urban Mobility Strategies After the COVID-19 Pandemic”,
is on the subject of an investigation into the measures relating to urban mobility,
conducted in various cities of the world, in response to the COVID-19 crisis. The
project, which involved cities from Europe and North and South America, evaluated
which measures had been the most effective, verifying their effects in both the short
and long term.

Chapter 6, “Integrationof IndoorAirQualityConcerns inEducationalCommunity
Through Collaborative Framework of Campus Bizia Lab of the University of the
Basque Country”, outlines a research project to monitor and analyse the indoor air
quality of several educational facilities in the Gipuzkoa Campus of the University
of the Basque Country (UPV/EHU). It is well recognised that good ventilation can
reduce the spread of COVID-19 indoors, while poor quality air can increase it. This
study examined indoor air quality in several types of classrooms and offices with
different characteristics in order to assess the performance of each one of them.

2 Part II: “Smart Techniques for Monitoring
the COVID-19 Pandemic and Forecasting Its Course”

This part of the book contains seven chapters. It describes research involving various
intelligent, statistical, and advanced sensory techniques in modelling, forecasting,
diagnosis, and risk prediction applicable to the COVID-19 pandemic, and beyond it.

Chapter 7, “An Overview of Methods for Control and Estimation of Capacity in
COVID-19 Pandemic from Point Cloud and Imagery Data”, looks at the way sensing
technologies can be applied inmonitoring and dealingwith theCOVID-19 pandemic.
The chapter reviews sensing techniques from point cloud and imagery data related
to population control and estimation of the capacity, people counting, biometric
identification, monitoring of activities, distance measurement, and 3D modelling.
The chapter presents current techniques and the algorithms most often used. The
merits and disadvantages of point cloud data and imagery and current trends are
reviewed.
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Chapter 8, “Modeling and Evaluating the Impact of Social Restrictions on the
Spread of COVID-19 Using Machine Learning”, reports on an investigation into
the effect of social restrictions imposed in response to the COVID-19 pandemic.
Included are restrictions on schools, workplaces, public events, gatherings, internal
and international flights, brought in to control the spread of the virus. Three machine
learning models were applied to simulate the number of infected cases per day
under different levels of restrictions. Different scenarios of social restrictions were
simulated to study the impact of decisions on social restrictions and imposing more
strict ones.

Chapter 9, “Forecasting the COVID-19 Spread in Iran, Italy and Mexico
Using Novel Nonlinear Autoregressive Neural Network and ARIMA-Based Hybrid
Models”, presents an analysis of single- and two-wave COVID-19 outbreaks using
novel hybrid machine learning and statistical models to simulate and forecast the
spread of the infection. For this purpose, historical cumulative numbers of confirmed
cases for three countrieswere used.Theperformanceof the techniques under different
conditions was analysed and results and conclusions presented.

Chapter 10, “Spatial Statistics Models for COVID-19 Data Under Geostatis-
tical Methods”, describes techniques that can be applied to model distributions of
pandemic infection. Geostatistics techniques are explained as a way of quantifying
spatial uncertainty, and statistics are applicable to allow probability densities to be
employed. Illustration of the spatial modelling based on coordinates considering the
epicentres of COVID-19 virus in a small region is considered. Hence, a range of
techniques is presented that can be used in the numerical analysis of COVID-19
data.

Chapter 11, “Intelligent Multi-sensor System for Remote Detection of COVID-
19”, presents the development of a novelmulti-sensormethod of identifyingCOVID-
19 at a distance. This system applies the principle of multi-sensor data fusion to
provide a robust, precise, and complementary analysis of these symptoms to tell
whether or not an individual is a carrier of COVID-19 disease. The authors report
that the system, designed to be used in public venues, can also be adapted as a useful
means of early detection of many other diseases.

Chapter 12 “AComparative Study ofDeep-LearningModels for COVID-19Diag-
nosis Based on X-Ray Images”, reports on a project to test and compare different
deep learning algorithms on a dataset consisting of a large number of digital COVID-
19 X-ray images. The motivation is to find an alternative to the reverse transcription
polymerase chain reaction (RT-PCR) kits, widely regarded as the best available. The
accuracy of RT-PCR is not 100%, it takes a few hours to deliver the test results, and
there has been a world shortage of the kits. The authors report developments in their
quest to develop an alternative to the RT-PCR test that is not subject to the same
disadvantages.

Chapter 13, “Fuzzy Cognitive Maps Applied in Determining the Contagion Risk
Level of SARS-COV-2Based onValidatedKnowledge in the ScientificCommunity”,
describes research that aims to devise a smart tool to estimate the risk of an individual
becoming infected with COVID-19 based on their behaviour. The technique uses a
fuzzy cognitive map intelligent paradigm to model data provided from pre-existing
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medical research and link behaviour to risk. The authors claim a number of benefits
from the tool, including providing information to enable individuals to change their
behaviour to mitigate their contagion risk.

3 Part III: “Changes in Teaching and Learning Practices
in Response to COVID-19”

This part of the book contains four chapters on subjects related to pedagogic evolution
made necessary by the pandemic, including experiences ofmoving to e-learning, new
online training methods, and human factors associated with online learning.

Chapter 14, “Education After COVID-19”, is based on the authors’ experiences of
the changes to pedagogic practice necessitated by the pandemic. Education has been
very heavily affected by the COVID-19 pandemic, with delivery moving almost
entirely to online form during lockdowns, and often for some time after. While
experience has shown some features of pre-COVID-19 educational practice to be
out-dated, person-to-person contact is essential for many aspects of the education
process. The authors reflect on the past, present, and future of education, what they
have learned from the new teaching methods adopted in response to the pandemic,
and what beneficial changes can be carried forward into future teaching and learning.

Chapter 15, “Equipping European Higher Education Teachers for Successful and
Sustainable E-Learning with Home Remote Work”, reports on an analysis of the
reaction of higher education to the COVID-19 pandemic. This will enable the lessons
learned to be implemented during a possible future crisis.

The authors report on a combined study based on a literature review and a specific
survey to higher education teachers in Europe. The study is reported to have provided
consistent results to indicate how teachers should be trained and supported for the
future.

Chapter 16, “Fully Online Project-Based Learning of Software Development
During the COVID-19 Pandemic”, contains the authors’ reflections on their experi-
ences of delivering software engineering training online during the pandemic. The
authors state that they have many years’ experience of using project-based learning
to develop software education. The COVID-19 pandemic led to this being applied
to develop fully online teaching during the 2020 academic year using the process
and software engineering environment they developed. This is a combination of a
software repository and an online meeting system. Having evaluated this environ-
ment through students feedback, they report it to be well suited to fully online remote
project-based learning.

Chapter 17, “A Tale of Two Zones: Pandemic ERTEvaluation”, describes an anal-
ysis of emergency remote teaching (ERT) during the COVID-19 pandemic. During
the COVID-19 pandemic, many educational institutes switched from conventional
teaching to all online classes. Few institutes were well prepared for this change, and
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some faced greater problems than others owing to deficiencies in technology infras-
tructure. Furthermore, differences were identified between teachers’ and students’
attitudes to online teaching. These issues formed the basis for the analysis described
in this chapter, leading to the identification of opportunities for improvement.

4 Part IV: “Adapting for Improved Resilience
in an Uncertain Future” Contains Six Chapters

This part of the volume contains six chapters on topics which can contribute to
improved resilience in cities and communities. Topics include copingwith change and
uncertainty in the built environment, improved resilience in the power system, food
supply security, improving resistance to infection, and sustainable low-temperature
refrigeration.

Chapter 18, “Anticipating and Preparing for Future Change and Uncertainty:
Building Adaptive Pathways”, presents an investigation into the nature of future
disruptive change and its implications for improving the resilience of buildings. A
structured approach is proposed to prepare for, and respond to, change in a proactive,
structured way. This methodology is called building adaptive pathways and is illus-
trated and tested through application to a case study. Findings indicate that method-
ology provides useful insights on how change and uncertainty can be addressed in
built environments and recommends that furtherwork on the approach be undertaken.

Chapter 19, “AHealth-Energy Nexus Perspective for Virtual Power Plants: Power
Systems Resiliency and Pandemic Uncertainty Challenges”, introduces measures
to change the power generation and distribution system with the aim of providing
improved resilience. The chapter discusses the link between health and energy and
the way in which the two are related. The opportunities and challenges presented
by the interaction between health and energy are presented, and ways to address the
changes in the power systems resiliency due to pandemic conditions are discussed.

Chapter 20, “A Sustainable Nutritional Behavior in the Era of Climate Changes”,
contains a discussion on the topic of food supply security during disruptions occurring
due to climate change and other unforeseen events. The chapter presents the view that
the earth’s ecosystem is tightly coupled, and different elements are inherently linked.
Food supply, the availability of water for drinking and crops, and disease vectors such
as COVID-19 are all inter-related to energy availability and consumption and climate
change.

The chapter concludes with a number of suggestions for future developments
to help improve the resilience of the food supply, including that environmental
considerations should be inherent in any future innovations.

Chapter 21, “The Development of a Smart Tunable Full-Spectrum LED Lighting
Technology Which May Prevent and Treat COVID-19 Infections, for Society’s
Resilience and Quality of Life”, introduces the concept that lighting with a spectrum
that results in increased vitamin-D production in the human body may be beneficial
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in combatting COVID-19 and have other health advantages. The research aims to
develop a sustainable full-spectrum lighting system using light emitting diode tech-
nology to provide a similar colour balance and intensity as daylight in buildings. This
will result in increased vitamin-D production in the body, which has been shown to
be beneficial for infection resistance in general, including resistance to COVID-19.

Chapter 22, “Energy Efficient Technologies for Ultra-Low Temperature Refrig-
eration”, describes work on the ultra-low-temperature refrigeration technology that
is required for the storage of some vaccines. New vaccines have been developed
in response to the current COVID-19 pandemic, and some of these require ultra-
low-temperature refrigeration (at −80 °C). The technology is not mature, and the
energy performance is often low because heat pump efficiency is poor with the large
gap between source and sink temperature. There are also challenges associated with
refrigerants and lubricating oils. This chapter presents the main characteristics of
several applicable refrigeration technologies, ways of overcoming the challenges
inherent in using them, and future directions for sustainable ultra-low-temperature
refrigeration.
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Abstract The construction industry today and its employers are gradually coming
to termswith the fact that its activities and processes require fully equipped graduates
who are furnished with the right skills to succeed after graduation. However, with the
continuously evolving nature of the industry coupled with the COVID-19 pandemic,
the pressure on higher education to review and revamp its existing curricula has
intensified in recent times. The process of developing employability skills among
students can be reflected in the pedagogical approaches employed by institutions of
higher learning. This research aims to determine the various pedagogical approaches
that can be employed by institutions of higher learning to develop employability
skills among built-environment students as the world grapples with the after-effect
of the COVID-19 pandemic. A qualitative Delphi approach was adopted to validate
these approaches. Fourteen experts completed a two-stage iterative Delphi study
process and reached a consensus on all 16 approaches identified. This study found
that multidisciplinary teaching approaches, work-integrated learning, and placement
opportunities are the most significant approaches in developing employability skills
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1 Introduction

The present-day construction industry plays a pivotal role in every economy globally.
Its role in the achievement of socio-economic development goals and provision of
local amenities, employment, and infrastructural development is encouraged through
its numerous activities. These activities which range from the construction of high-
ways, dams, bridges, structures, canals among others are strong forces that act as
a catalyst for the achievement of infrastructural development in our modern-day
economy. One of the characteristics of the construction industry is the mobilization
and utilization of both human and material resources in boosting economic effi-
ciency in areas such as infrastructural development, job creation, and sustainability
[14]. However, the construction industry is faced with its challenges which arise as a
result of the influx of built-environment graduateswho are not fully equippedwith the
right skills [16]. This further implies that the construction sector is heavily reliant on
skilled professionals for its functions in infrastructural development, maintenance,
and all construction-related tasks. The construction profession, like other professions,
possesses high principles about professional ethics, service, and practice. These rules
of ethics, therefore, increase the need for graduates with industry-ready traits and
skills to function effectively.

Considering the above characteristics of the construction industry which high-
lights its dynamism and increasing demands, it, therefore, implies that present-day
graduates are required to be well educated and fortified with a wide array of skills
(academic and non-academic) to address arising and existing industry problems Aliu
and Aigbavboa [10]. In fact, due to the advent of the Fourth Industrial Revolution
(4IR) and the pandemic-induced changes to the educational system, employers have
taken the search for competent and skilled graduates to a whole new level. Aside
from been academically sound, the industry now requires graduates to be sufficiently
furnished with the relevant skills, abilities, and competencies to fit into the world of
work after graduation. Industry employers now place premium value on graduates
who can exhibit confidence in communicating effectively; work as part of a team
when necessary; possess good ethics; think critically; show a willingness to learn;
displayflexibility and adaptability; possess analytical skills; understand the dynamics
of information and communication technology (ICT skills); possess problem-solving
skills among many others [7, 11]. These required skills have placed significant pres-
sure on universities across the world to review and revamp their existing curricula
to meet industry needs. It is against this backdrop that this research determines the
pedagogical approaches that can be employed by universities globally to develop
employability skills among built-environment students as the world embraces 4IR
technologies and grapple with the aftermaths of the pandemic. It is worthy to note
that the educational landscape has been greatly impacted as a result of COVID-19
which has seen a sudden transition to online pedagogy [44]. Firstly, a large number of
academic activities including conferences and teaching activities were canceled and
postponed [43], then a fewmonths later, universities around theworld began the adop-
tion of technological applications to execute their academic activities. Some of these
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tools includes Zoom, Skype, Microsoft Teams, WhatsApp among several others.
This new technologically driven paradigm altered the existing ways of teaching and
learning with a new dimension of pedagogy taking center stage.

This study was conducted in South Africa and its objectives align with one of the
nation’s long-term National Development Plan (NDP) 2030, which seeks to develop
the skills, knowledge, and capabilities of its citizens through the provision of quality
education across all levels. This policy document was drafted in 2012 by the National
Planning Commission. This mandate also resonates with the Sustainable Develop-
ment Goals (SDGs) proposed by the United Nations which plans to ensure quality
and inclusive education for all by 2030. In achieving the objectives of this study, a
qualitative Delphi approach was adopted to validate these pedagogical approaches
as universities across South Africa and beyond embraces the dynamics of the ‘new
normal’.

2 Review of Literature

2.1 The Era of the ‘New Normal’

As the world continues to grapple with the adverse impact of the COVID-19
pandemic, there have been increased uncertainties in several aspects of global
economies, and the educational sector is one of them [44]. In a bid to curb the spreadof
the coronavirus disease, several educational institutions across the world stopped in-
person lectures (contact meetings) over a year ago. According to the United Nations
Educational, Scientific and Cultural Organization (UNESCO), educational institu-
tions in more than 185 countries around the world were shut down at the end of
April 2020 [4]. That meant roughly 74% of learners worldwide were affected by the
shutdown, which prompted a new approach in the teaching and learning process.
Currently, most educational institutions globally have adopted a remote learning
(online learning or distance learning) approach to combat the spread of the virus,
in what many now refer to as education in the ‘new normal’. However, there are
some dynamics with this new mode of learning [15]. Firstly, there are concerns that
students may have to spend less time during the learning process when compared
to physical classroom settings [38]. Secondly, there are also concerns that students
are more prone to stress and anxiety during remote learning which may affect their
ability to thrive in their academic work [38]. Thirdly, the lack of physical contact
with their peers and educators (lecturers) may lead to decreasedmotivation to engage
in learning activities [44]. Fourthly, students from disadvantaged backgrounds will
struggle with accessing digital resources such as laptops, internet connections, and
scanners among others [44]. More so, the switch from offline to online learning is
likely to affect the occurrence of certain higher education activities such as super-
vised industrial work experience schemes for built-environment students, laboratory
experiments [12]. These dynamics have changed the pedagogical landscape and
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universities across the world have been compelled to revamp and restructure their
academic activities to align with the current climate of the pandemic-driven world
(new normal). This also places significant pressure on higher education to develop
innovative pedagogical approaches to develop employability skills among students
as the world grapples with the effect of the pandemic.

2.2 Understanding the Concept of Pedagogy

While this research aims to determine pedagogical approaches that can develop
employability skills in the era of the ‘new normal’, it is pertinent to understand the
meaning of the overarching term—pedagogy. Several researchers have described the
concept as an activity or group of activities that result in positive skill outcomes for
learners. According to Watkins and Mortimore [55], pedagogy is described as ‘any
conscious activity by one person designed to enhance learning in another’. Simi-
larly, pedagogy is a ‘sustained process whereby someone acquires new forms or
develops existing forms of conduct, knowledge, practice, and criteria from some-
body or something deemed to be an appropriate provider and evaluator’ [20]. The
definition by Alexander [6] states that ‘teaching is an act while pedagogy is both
act and discourse’. This definition suggests that pedagogy is a broad spectrum that
encompasses the following characteristics of the educator (teacher): ideas, knowl-
edge, and attitudes, understanding of the curriculum; understanding of the learning
outcomes required; and student’s limitations during the teaching and learning process
[6]. Based on the preceding definitions, the essential goal of pedagogy is to develop
learning among students and ultimately their employability skills. Hence, this study
adopts the definition by Westbrook et al. [56] which describes effective pedagogy
as ‘those teaching and learning activities which make some observable change in
students, leading to greater engagement and understanding and/or a measurable
impact on student learning’ [56]. Furthermore, it is important to note that for the
sake of this research, ‘pedagogy’ is different from ‘teaching practices’. According to
Alexander [6] and Thoonen et al. [54], teaching practices are specific and physical
actions that occur during the training process to further stimulate the understanding
of students. Teaching practices include some of the following: the communicative
skills of the educator including giving explanations and instructions, citing examples,
asking questions, elaborating on ideas, and accepting responses from students, the
visual representation utilized during teaching including the adoption of diagrams,
learning aids, boards, and experiments to improve the understanding of learners;
actively engaging learners, so they can develop skills; encouraging social interac-
tions by introducing team tasks; and monitoring students by making use of feedback
and assessment mechanisms to track their progress [6].
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2.3 Reviewing Pedagogical Approaches

Globally, the quest to develop the employability of built-environment students is
dependent on the quality of teaching practices and pedagogical approaches employed
by institutions of higher learning. These approaches have been discussed extensively
across existing literature, and in recent times, they have become increasingly neces-
sary due to the ‘new normal’. Several researchers have discussed the various benefits
of final-year research or semester projects and its contribution to graduate employa-
bility. These research projects provide an opportunity to test the individual’s learning
integrity and experience via an exploration of facts that culminates the knowledge
gathered through various academic levels. Some of these research projects assist
students in establishing connections between their chosen careers and the world
of work. These research activities also promote holistic thinking among students,
increase their self-confidence and motivation, enrich their academic understanding
of their chosen discipline and development of key skills (problem-solving, critical
thinking, organizational and interpersonal) [35]. In improving the employability of
learners and their work profile, the role of career management and development
cannot be over-emphasized. According to Kuijpers and Scheerens [36] and Aliu
et al. [8], career advice and development help to prepare learners for the industry by
developing their job-searching skills such as interview preparation, curriculum vitae
(CV) design, self-reflection and self-assessment abilities, and networking compe-
tencies. Doyle [26] suggests that career development involves several activities that
cater to the career needs of learners such as professional workshops and seminars. In
improving the employability of learners, another key strategy is the encouragement
of mentoring among students. Mentoring is a social learning and interactive opportu-
nity that improves learners’ transition from lecture-room setting to work setting via
industry involvement. According to Aliu et al. [9], industry mentors provide students
with the knowledge required to thrive in their chosen careers to succeed in the world
of work. More so, the presence of industry mentorship encourages career develop-
ment and outcomes among students; hence, employability improvement is guaran-
teed. Levesque et al. [40] also suggest that industry mentoring provides students with
career information, increased commitment, political andmaterial support, on-the-job
training, motivation, workplace understanding and realities, facilitation of connec-
tions for students, and role modeling. It is based on this wealth of knowledge that
various pedagogical approaches in developing employability skills as seen in Table
1 were assessed in this study.
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Table 1 Review of
pedagogical approaches

Pedagogical approaches Literature sources

Final-year research projects Ryder [50]; Shaw et al. [51];
Parker [45]

Multidisciplinary teaching
approaches

Al Hassan [5]

Work-integrated learning and
placement opportunities

Kinash et al. [34]

Part-time employment for
students

Dustmann and Van Soest [27];
Creed et al. [24]

Mentoring McIntyre and Hagger [42]

Career pathing of students Cao and Thomas [22];
Landrum [37]

Project-based learning (PBL) Bell [19]

Simulation and role-play in
classroom

Qing [47]; Bhattacharjee and
Ghosh [21]

Visits to industry events Aliu et al. [9]

Field trips to construction
sites

Aliu et al. [9]

Integration of technical
competitions

Ahlgren and Verner [2]

Volunteering and community
engagement

Hall et al. [29]; Parker et al.
[46]

Extra-curricular activities Bartkus et al. [18]

International exchange
programs

Kinash et al. [34]

Student government
participation

Alviento [13]

Engagement in sports
activities

Telford et al. [53]; Bailey et al.
[17]

Source Author’s compilation

3 Research Methodology

3.1 The Delphi Process

To validate these pedagogical approaches that can be employed by institutions of
higher learning to develop employability skills among built-environment students,
this study adopted a qualitative Delphi approach. According to Green [28], one of
the major strengths of the Delphi technique is that it cuts across both the quantitative
and qualitative methods of data collection and analysis. Consequently, this allows the
research results and conclusions to be generally represented to the wider population.
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Fig. 1 Delphi design for this study (author’s compilation)

It is critical to note that Delphi studies are considered reliable as professional opin-
ions are obtained from subject matter experts [30]. More so, the various iterations
and methodological rigor of the Delphi process further improves the dependability
of research results [39]. Therefore, a Delphi approach was adopted to obtain profes-
sional opinions from employability experts on the various pedagogical approaches
that were extracted from the review of the literature. Figure 1 provides an illustration
of how the Delphi process was conducted.

According to Aliu et al. [9], some of the noteworthy features of the Delphi tech-
nique include the perseveration of the experts’ anonymity, the obtained statistical
responses and the repetitive process, which is known as iterations. These iterations
or Delphi rounds allow experts to either maintain their opinions of the subsequent
rounds or modify their responses which form the basis for a subsequent round.
According to Hallowell and Gambatese [30], these rounds help to eradicate the vari-
ability of experts’ responses and to reach a consensus on the subject matter. For
this study, achieving consensus on the pedagogical approaches was one of the main
objectives. More so, the choice of experts is another critical feature of the process
as observed by Hasson et al. [31]. Moreover, adequate attention should be paid to
the group responses rather than the individual ones. To measure the consistencies
and central tendencies and ultimately consensus, this study considered parameters
such as media and interquartile deviation (IQD). Another aspect of the Delphi study
that has generated the opinions of several researchers is the identification of experts.
To be called an expert, an individual should possess certain characteristics such
as—full understanding of the subject matter, authors who publish articles relating
to the subject matter, individuals who attend workshops and conferences relating to
the subject matter, an individual who is willing to participate in several rounds if
need be and an individual who communicates fluently in speaking and writing [49].
Other criteria include—years of working experience in the industry, employment
with an accredited academic institution, serving as a member of academic commit-
tees, registered with a professional body, and possessing an academic degree related
to the subject matter [1, 30]. Nevertheless, it has been widely agreed that a researcher
has the final decision in determiningwho should be called an expert based on some of
the above-named criteria depending on the study. For this current study, to be called
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an expert, three or more of the following criteria was required to be met. These
include—possession of at least a Bachelor’s degree in any of the disciplines within
the built environment, working with the industry or academia, possession of at least
five years of work experience, officially registered with a professional body, and an
author of publications relating to disciplines within the built environment. As shown
in Table 2, the fourteen experts who participated in the Delphi process satisfied three
or more of the criteria. The fourteen experts considered for this research were from
academia and the construction industry.

Before they were selected for the Delphi process, a comprehensive description
detailing the requirement and guiding instructionswas presented, towhich the experts
consented. After expressing their willingness to participate, the selected experts were
requested to forward their curriculumvitae (CV)which helped to ascertain howmany
of the criteria were successfully met. While experts were required to possess three
or more of the criteria to be eligible, all fourteen experts met the threshold. Five
of them satisfied all the parameters, eight met four of them, while only one expert
satisfied three of the criteria as shown in Table 2. Based on academic qualification,
five experts possessed a PhD degree; seven had a Master’s degree, while two had a
Bachelor’s degree. This shows that a majority of the experts considered for this study
possessed postgraduate degrees,which improve the quality, credibility, and reliability
of their responses as shown in Table 3. More so, all fourteen experts possessed built-
environment backgrounds as shown in Table 4. Afterward, the experts were sent
the first-round questionnaire survey, which contained close-ended and open-ended
questions. This round also provided options for experts to rank the various factors
as well as stating their opinions where necessary.

With regards to their academic qualifications, a majority (nine) of the experts
possessed Engineering degrees (Civil, Electrical, andMechanical), two of the experts
possessed Construction Project Management degrees, another two possessed Archi-
tectural degrees, while only one expert possessed a Quantity Surveying qualification.
The analysis further revealed that eight of the fourteen experts were from higher insti-
tutions based in SouthAfrica, while six experts belonged to the construction industry.
In terms of work experience, all fourteen experts possessed significant years of valu-
ablework experience, whichwas pivotal to the realization of this study. This is further
shown in Table 5.

On account of numbers of years of work experience, the experts had spent a
considerable amount of time in their various positions. One expert had five years
of work experience, while seven had between six and ten years of work experience.
Table 5 further revealed that three experts possessed between eleven and twenty
years of experience, two had between twenty-one and thirty years, while one expert
possessed above thirty-one years of work experience. Other criteria that were consid-
ered were belonging to a recognized and accredited professional body. Therefore,
five of the experts possessed Engineering Council of South Africa (ECSA) certi-
fications; two were registered with the South African Council for the Project and
Construction Management Professions (SACPCMP); a further two were registered
with the South African Institution of Civil Engineering (SAICE), while one expert
possessed Project Management South Africa (PMSA) certification. One of the main
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Table 3 Panel of experts’
qualifications

Highest qualification Number of experts

Doctor of Philosophy (PhD) 5

Master’s degree (MSc and ME) 7

Bachelor’s degree (BE) 2

Total 14

Table 4 Panel of experts’
field of specialization

Field of specialization Number of experts

Architecture 2

Quantity Surveying 1

Construction Project Management 2

Engineering (Civil, Mechanical, Electrical) 9

Total 14

Table 5 Panel of experts’
years of experience

Years of experience Number of experts

5 1

6–10 7

11–20 3

21–30 2

Over 31 years 1

Total 14

aims of the iterations in the Delphi technique is to achieve consensus (convergence
or agreement on opinions) among experts as noted by Holey et al. [32]. Consensus
is attained by recording the media values and standard deviation (SD) values where
a decrease in SD between iterations highlights higher levels of agreement among the
experts [48]. More so, to reach consensus, Rayens and Hahn [48] suggested that the
interquartile deviation (IQD) should be less than or equal to 1, which suggests that
over 60% of experts were either largely positive or negative in their responses. This
study draws from this assumption and states that consensus is achieved when IQD
= 0.00 or ≤1 as further highlighted in Table 6.

Table 6 Consensus scales for this study

S/N Consensus strength Median Mean Interquartile deviation (IQD)

1. Strong 9–10 8–10 ≤1 and ≥80% (8–10)

2. Good 7–8.99 6–7.99 ≥1.1≤2 and ≥60%≤79% (6–7.99)

3. Weak ≤6.99 ≤5.99 ≥2.1≤3 and ≤59% (5.99)
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The Delphi method also addressed the reliability and validity questions
surrounding its adoption for this study. According to Yousuf [57] and Creswell [25],
both the reliability and validity considerations dealwith the thoroughness of the entire
process with regards to various components of the study such as determination of the
expert panel, determination of the panel size, and determination of consensus. The
reliability of the Delphi process was boosted by adequately explaining the process
to all experts involved in this study. This was made possible by including detailed
instructions in both rounds of the Delphi questionnaire to eradicate any doubts and
ambiguity surrounding the questions (factors and sub-factors). The reliability of this
study was also ensured by selecting experts from a similar background, which in
this case is the built environment. The experts also belonged to both academia and
the construction industry, which made certain a balance of opinions on the employ-
ability discussion. This study also stuck with the qualification criteria which also
contributed to the reliability of the Delphi process. Furthermore, the validity of the
Delphi process was ensured by maintaining the anonymity of experts all through the
rounds to eliminate the ‘bandwagon’ effect. According to Aigbavboa [3], the ‘band-
wagon’ effect is the tendency of experts to make decisions and offer opinions based
on the choices of other experts. Internal validity of the study was also encouraged by
providing experts with an option of willing participation. Furthermore, by ensuring
multiple rounds, experts were able to make modifications to their responses where
necessary and providing reasons for their opinions, ultimately improving the internal
validity of the research.

4 Presentation of Findings

4.1 Delphi Round 1

The main objective of this article was to obtain respondents’ opinions on the various
pedagogical approaches throughwhich employability skills can be developed among
built-environment students. The responses were obtained using a 10-point Likert
scale of ‘no significance’, ‘low significance’, ‘medium significance’, ‘high signifi-
cance’, and ‘very high significance’. While ‘very high significance’ had the highest
weighting (9 and 10), ‘no significance’ was assigned the lowest weighting (1 and
2). Sixteen (16) pedagogical approaches were identified as shown in Table 1. More
so, three of the approaches—work-integrated learning (placement opportunities),
multidisciplinary teaching approaches, andfinal-year research projects—were highly
selected by the experts based on the median score of 9.0 as shown in Fig. 2. From
these three approaches, both work-integrated learning (placement opportunities) and
final-year research projects achieved consensus based on IQD scores of 1.0 each.
More so, volunteering and community engagement, integration of technical compe-
titions, simulation and role-play in the classroom, field trips to construction sites,
project-based learning (PBL), part-time employment for students, visits to industry
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Fig. 2 List of pedagogical approaches

events, mentoring, international exchange programs, extra-curricular activities, and
career pathing of students recorded median scores of 8.0 each. Both student govern-
ment participation and engagement in sports activities recorded median scores of 8.0
each. More so, no new approaches were introduced by the experts during the Delphi
first round.

4.2 Delphi Round 2

After the successful completion of the first round of the Delphi process, data was
analyzed and the second-round questionnaire was developed and distributed to the
experts. During the second round, experts were requested to accept the group media
value by simply returning them back to the researcher without making any changes.
The experts were also requested to also maintain their responses or to choose new
responses while providing justifications for the new additions. A summary of the
second-round responses showing the median, mean, standard deviation, and IQD are
presented in Table 7.
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Table 7 Pedagogical approaches

Pedagogical approaches Median Mean x SD (σX) IQD Rank

Final-year research projects 9.0 8.36 1.65 0.00 1

Multidisciplinary teaching approaches 9.0 8.43 1.79 0.00 2

Work-integrated learning and placement
opportunities

9.0 8.64 1.39 0.00 3

Part-time employment for students 8.0 8.00 0.88 0.00 4

Mentoring 8.0 7.93 1.00 0.00 5

Career pathing of students 8.0 7.79 1.25 0.00 6

Project-based learning (PBL) 8.0 7.64 1.50 0.00 7

Simulation and role-play in classroom 8.0 7.64 0.84 0.00 7

Visits to industry events 8.0 7.57 1.83 0.00 8

Field trips to construction sites 8.0 7.57 1.40 0.00 8

Integration of technical competitions 8.0 7.57 1.22 0.00 8

Volunteering and community engagement 8.0 7.50 1.34 0.00 9

Extra-curricular activities 8.0 7.43 1.99 0.00 10

International exchange programs 8.0 7.36 2.13 0.00 11

Student government participation 7.0 6.86 1.29 0.00 12

Engagement in sports activities 7.0 6.50 2.07 0.00 13

5 Discussion of Findings

After the successful completion of the second-round Delphi questionnaire, it was
found that all 16 pedagogical approaches achieved good consensus. Hence, there was
no need for a third- or fourth-round iteration. Findings emanating from the Delphi
study suggest that the approaches which underwent both rounds resonate with what
has been proposed by several researchers [41, 52]. As observed from Table 7, all 16
pedagogical approaches hadmedian scores between 7.0 and 9.0, indicating very high
significance rakings by the experts. Final-year research projects which had a median
value of 9.0 and a mean value of 8.36 were identified as one of the major approaches
by which employability skills can be developed. This resonates with the studies by
Ryder [50] and Shaw et al. [51] who suggest that final-year research projects provide
studentswith the opportunities to integrate knowledge learned in solving an academic
task. Final-year research projects have also been found to improve the following—
student’s holistic understanding of their chosen discipline, abilities to work in teams
or independently, ability to solve problems, and ability to handle responsibilities
[45]. More so, with a median value of 9.0 and a mean value of 8.43, multidisci-
plinary teaching approaches were highly ranked by experts and understandably so.
Multidisciplinary teaching approaches are the inclusion of several disciplines (related
or not) to bring diverse perspectives to elucidate a topic or lecture. Through these
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approaches, a specific title can be studied from the perspectives of several disci-
plines, thereby improving the overall understanding of students. These approaches
further stimulate the interest of students in the learning process and provide answers
to thought-provoking questions that can provide a memorable learning experience
for built-environment students. More so, through these approaches, skills such as
teamwork, critical thinking, innovativeness, and analytical reasoning can be devel-
oped among students [5]. With a median value of 9.0 and a mean value of 8.64,
work-integrated learning (placement opportunities) was also highly ranked by the
experts. According to several kinds of research, work opportunities provide students
with the opportunity to actively apply what has been learned during conventional
lectures. Apart from easing the transition from the classroom to the world of work,
placement opportunities also improve the following—learning process of students,
industry-readiness, problem-solving abilities, critical thinking skills, communication
skills, self-confidence, and a holistic understanding of the workplace after graduation
[34].

There also exists a strong consensus among experts on part-time employment
for students who possessed a median value of 8.0 and a mean value of 8.00. This
aligns with the works of Dustmann and Van Soest [27] and Creed et al. [24] who
both suggest that part-time employments provide the following—improved transfer-
able skills, self-confidence, interpersonal skills, financial management, and building
professional networks. Mentoring with a median value of 8.0 and a mean value of
7.93 was also ranked highly by experts. By working with a mentor, students can
benefit from the following—increased social and academic confidence, enhanced
communication and study skills, gaining a sense of academic and career direction,
building professional networks, improved decision-making abilities, exposure to
refreshing and innovative ideas, and development of leadership skills [42]. These
benefits of mentoring on students’ performance are some of the reasons why institu-
tions of higher learning across South Africa encourage amentor–mentee relationship
to improve the overall development of students. With a median value of 8.0 and a
mean value of 7.79, career pathing of students was also ranked highly by experts,
and this resonates with the studies of Cao and Thomas [22]. Career pathing has been
found to improve the career choices of students and making them aware of their
strengths and weaknesses. These can be achieved through career development and
advancement learning and career development training [23, 37]. There also exists
a strong consensus among experts on project-based learning (PBL) as it possessed
a median value of 8.0 and a mean value of 7.64. This resonates with the study of
Bell [19]. Also, ranked highly were simulation and role-play in the classroom with a
median value of 8.0 and amean value of 7.64. This aligns with the works of Qing [47]
and Bhattacharjee and Ghosh [21] who suggest that simulation and role-play require
students to portray real-life characters in classrooms to obtain a deeper understanding
of the subject matter. Furthermore, visits to industry events were ranked highly with
a strong median value of 8.0 and a mean value of 7.57. There also exists a strong
consensus among experts onfield trips to construction siteswhich possessed amedian
value of 8.0 and a mean value of 7.57. Furthermore, experts also ranked integration
of technical competitions highly with a median value of 8.0 and a mean value also
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of 7.57. Through the inclusion of technical competitions into educational curricula,
students are presented with the opportunity to experience deeper learning opportu-
nities due to the healthy competitions such competitions present [2]. Both student
government participation and engagement in sports activitieswere also ranked highly
with median values of 7.0 and mean values of 6.86 and 6.50, respectively.

6 Conclusion

Given the various dynamics facing the present-day construction industry in the era
of the ‘new normal’, it is essential for institutions of higher learning to revisit their
existing undergraduate curricula and make modifications, and revamps were neces-
sary to produce skilled graduates whowill meet the expectations of employers. Aside
from been academically sound, the industry requires graduates who are sufficiently
furnished with the relevant skills, abilities, and competencies to fit into the world of
work after graduation. From relevant works of literature, industry employers place
premium value on graduates who can exhibit confidence in communicating effec-
tively; work as part of a team when necessary; possess good ethics; think criti-
cally; show a willingness to learn; flexible and adaptable; possess analytical skills;
understand the dynamics of information and communication technology (ICT skills);
possess problem-solving skills among many others. It is against this backdrop that
this study examines the pedagogical approaches that can be employed by institu-
tions of higher learning to develop employability skills among built-environment
students as online learning becomes the order of the day. In achieving the objectives
of this study, a qualitative Delphi approach was adopted to validate these pedagog-
ical approaches as universities across South Africa and beyond take measures in
adapting to the dynamics of remote learning. For this study, the experts from the
built environment who met the criteria for participation hailed from both industry
practice and academia. As shown from the study after two rounds of Delphi analyses,
all 16 approaches reached consensus with IQD values of 0.00. The study, therefore,
achieved its stated objectives of validating these approaches among experts after two
Delphi iterations.

As discussed throughout this research, the role of higher education in developing
employability skills cannot be overstated. Hence, the implication of this study for
higher education is to respond to the increased pressures it faces by enforcing mean-
ingful and relevant teaching activities to ensure that their curricula develop graduates
who are well equipped to handle industry positions in both design and supervisory
roles after graduation. Universities are also expected to invest heavily in equipping
educators with the required digital tools necessary for executing online lectures. The
‘new normal’ further requires universities to be more innovative in designing their
pedagogical approaches as they demonstrate their reliability in producing quality-
learning outcomes for students. This can be done by ensuring their curricula that
are aligned to the 4IR technologies as the world embraces digitalization. More so,
universities must adopt effective virtual learning environments to provide students



26 J. Aliu and C. Aigbavboa

with adequate educational resources that are essential for the learning process. Most
of the pedagogical approaches discussed in this research are underpinned by the
concept of active learning approaches in which students are actively engaged in the
learning process. Unlike the passive approaches like traditional lectures, active-based
learning promotes critical thinking skills, increases students’ engagement, increases
retention, and fosters problem-solving initiatives. The findings from this study are
beneficial to higher education institutions, educators, students, policymakers, educa-
tional boards, Ministries of Education (MOE), researchers, industry professionals,
and every stakeholder in the employability skills discussion.
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Chapter 3
Relating Work-Integrated Learning
to Employability Skills
in the Post-COVID-19 Era

John Aliu and Clinton Aigbavboa

Abstract Due to COVID-19, there have been several disruptions to the status quo,
which has triggered several changes within the workspace as well as the higher
education sector. As the latter seeks to readjust its teaching and learning approach by
embracing online and distance learning models, one of the most critical components
of the built environment, work-integrated learning (WIL), needs to be given greater
attention in the era of the ‘new normal’. This is because, as the world embraces
this new wave of digitalization, future graduates are required to possess innovative
skills and attributes to transit easily into the world of work (‘new economy’). This
article seeks to re-evaluate the importance of WIL as higher education institutions
(HEIs) around the world reshape their curriculum in a bid to adjust to the significant
changes caused by COVID-19. For this study, a quantitative research approach was
adopted with close-ended questionnaires developed and administered to built envi-
ronment professionals based in the Gauteng province of South Africa. Data obtained
were analyzed using several statistical tools such as descriptive statistics (DS), mean
item score (MIS), one-sample T-test (OST), and exploratory factor analysis (EFA).
Findings revealed four clusters highlighting the key WIL attributes that are critical
to graduate success. These include understanding of job responsibilities, enhanced
learning, exposure to multi-disciplinary teams, and developing professional identity.
While it may be easy for present-day universities to overlookWIL due to the various
intricacies in evaluating andmonitoring students’ participation due to online learning,
this articlemakes a case for universities to adopt amore innovative approach to ensure
that WIL is successfully executed due to its employability benefits for students. The
outcomes of this study will be beneficial to university educators, higher education
officials, policymakers, and even students.
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1 Introduction

As theworld gradually alignswith the concept of the ‘newnormal’,which is propelled
by the COVID-19 pandemic, it remains to be seen how the educational sector will
successfully adjust tomeet the learningneeds of students. In a bid to control the spread
of the coronavirus disease, several educational institutions globally have adopted a
remote learning (online learning or virtual learning) approach [12]. For built envi-
ronment disciplines (areas that deals with the development of human-made environ-
ment), the impact of theCOVID-19 pandemic has been huge becausework-integrated
learning (WIL) opportunities have been hampered and in some cases have been over-
looked due to the ongoing disruption to global economies. It is widely known that
the global pandemic resulted in the closure of several businesses and industrial firms,
which resulted in reduced work placement opportunities for students. In addition,
with the switch from on-site to online learning, WIL activities have either been
shifted online or even cancelled altogether. This switch prompted by the COVID-19
pandemic has been regarded as ‘panic-gogy’ as noted by Dean and Campbell [13].
However, the adoption of online platforms for WIL is not new as observed by Grace
and O’Neil [21] and Larkin and Beatson [26]. Zegwaard [42] likewise noted that the
viability of this approach requires more research as well as the need to investigate the
experience of students who participate in WIL activities online [35]. Nevertheless,
some challenges of remote WIL include the absence of real-time opportunities for
students to directly learn, limited exposure to the communication processes which
occur within the workplace and limited productivity [6, 9]. Despite these challenges
[30], opined that new learning opportunities are generated through online WIL as
students can develop self-management skills and improved digital skills.

Many have predicted that the ‘new normal’ has come to stay and understandably
so. The impact of the COVID-19 pandemic has caused significant disruptions that
would take the world some years to recover from. According to Zegwaard et al. [43],
the global economic repercussions of the COVID-19 pandemic will be massive and
will linger for a while. With global GDP’s of economies shrinking, deep national
recessions have been predicted which will result in a further spike in unemployment
rates as economic activities and investments struggle to break even. The implications
of these are reduced work placement opportunities for students, which would require
universities to provide alternatives and innovative solutions. Such alternatives could
include providing an alternative subject or module for students to complete their
qualification, redesigning the conventional placement-based WIL approach by inte-
grating a virtual or simulated approach or scraping the program off the academic
calendar. The main goal of this article is to re-evaluate the importance of WIL as
HEIs around the world reshape their curriculum in a bid to adjust to the significant
changes caused by COVID-19.
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2 Review of Literature

2.1 Integrating Technology into the Work-Integrated
Learning Concept

As the world embraces the technologies accompanying the fourth industrial revolu-
tion, it has become imperative that universities align with this ‘technological revo-
lution’ to ensure its effectiveness in producing adequately skilled graduates [2].
Presently, the impact of technology across the world can be felt across various
sectors, and it is germane to examine how work-integrated learning (WIL) activities
can leverage on 4IR technologies to ensure its employability impact on students.
While the WIL discussion in the COVID-19 era continues to gain the attention of
the research community, it is important to ensure that WIL activities must meet
the needs of the three key stakeholders: academia, industry, and students [40]. This
study adopts the definition of WIL according to the International Journal of Work-
Integrated Learning (IJWIL), which describes it as ‘an educational approach that
uses relevant work-based experiences to allow students to integrate theory with the
meaningful practice of work as an intentional component of the curriculum. Defining
elements of this educational approach require that students engage in authentic and
meaningful work-related tasks, and must involve three stakeholders: the student,
the university, and the workplace/community.’ The IJWIL also clarified that ‘such
practice includes work placements, work-terms, internships, practicum, cooperative
education (co-op), fieldwork, work-related projects/competitions, service learning,
entrepreneurship, student-led enterprise, applied projects, simulations’ (IJWIL [24],
para. 3). Therefore, leaning towards the definition offered by the IJWIL, this study
defines WIL as an educational approach that requires students to undergo work-
based experiences which provides them with an opportunity to apply the principles
and theory learnt in classroom in an actual work environment.

As the world currently grapples with the effects of the COVID-19 pandemic,
several industries have developed innovative ways of working remotely. This implies
that as the world embraces this new paradigm shift termed the ‘new normal,’ terms
such as ‘virtualWIL and onlineWIL’will becomemore prevalent. This has prompted
studies likeWood et al. [40] and Chernikova et al. [8] to highlight terminologies such
as remote WIL (working remotely through online platforms) and simulated WIL (an
immersiveWIL experience through virtual reality and simulations). WhileWILmay
be virtual or simulated, Trede and Flowers [38] earlier stated that caution must be
taken, as online connectedness does not automatically lead to effective learning, as
there exist several dynamics regarding the use of technology in the WIL process.
Nevertheless, this study makes a case for universities across the globe to align them-
selves with 4IR technologies in the wake of the COVID-19 pandemic, by revamping
their curricula to ensure the survival ofWIL activities, as their employability benefits
are key to producing the future workforce of the construction industry.
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2.2 Employability Implications of WIL Activities

While universities and industries globally have directly or indirectly experienced the
effects of theCOVID-19 pandemic, studentsmayhave been hit the hardest.Withmost
universities and industries shifting from on-site to online activities, there exist fears
that WIL activities may become deemed surplus to requirements if not adequately
advocated for.With limited opportunities for students across industries partly because
of the economic strains caused by the COVID-19 pandemic, universities will be
required to be proactive in their approach to ensure WIL activities are not scraped
off the academic calendar. Therefore, this study makes a case for WIL activities to
be maintained in the academic setting due to the several employability benefits for
students [5].

The positive impacts of WIL on the employability of built environment gradu-
ates have been discussed extensively across the globe. By engaging in WIL activi-
ties, students develop practical knowledge and acquire professional skills. The work
opportunities also help students to realize their strengths, weaknesses, and expecta-
tions of their chosen professions [1]. More so, graduates who possess adequate work
experience are often considered more desirables hires as observed by Wasonga and
Murphy [39]. Through WIL activities, students are presented with opportunities to
apply theoretical knowledge garnered from the classroomand to fulfill their academic
program requirements. Aliu and Aigbavboa [5] also stated that apart from improving
academic performance, work activities could also improve student curriculum vitae
(CV), overall skills, and abilities as well as softening the transitioning from lecture
room experience to the world of work. Table 1 provides a summary of the various
employability impacts of WIL.

3 Research Methodology

This study adopted a quantitative approach due to its tendencies to deliver an unbi-
ased analysis of mathematical, numerical, and statistical data. As noted by Aliu and
Aigbavboa [3], several approaches and instruments can be employed to collect data
such as case studies, focus groups, group discussions, oral histories, survey studies,
and well-structured questionnaires. In this study which centers around WIL activi-
ties, secondary data was obtained by critically reviewing peer-reviewed publications
such as research books, book chapters, journals, and conference articles. Mean-
while, primary data was obtained through a well-structured questionnaire that was
designed based on several work-integrated learning (WIL) variables which were
retrieved from existing employability studies. For this study, due to the ease of
data collection and time-saving propensities, a close-ended set of questions were
adopted using a 5-point Likert scale in obtaining responses. The target population
for this study involved relevant professionals from the Councils for the Built Envi-
ronment Professions (CBEP) from academia, construction industry, and government
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Table 1 Impacts of WIL on employability

Code Pedagogical approaches Literature sources

WIL1 Acquisition of professional skills Omar et al. [32]; Sattler et al. [36]

WIL2 Awareness of workplace culture Sattler et al. [36]; Aliu and Aigbavboa [5]

WIL3 Boosted employment chances Lowden et al. [27]

WIL4 Developed interpersonal values Aliu and Aigbavboa [4]

WIL5 Developed practical knowledge Lam and Ching (2006)

WIL6 Developing professional identity Gill and Lashine [20]; Mihail [29]

WIL7 Enhanced learning Callanan and Benzing [7]; Sattler et al. [36]

WIL8 Exposure to career opportunities Lowden et al. [27]; Aliu and Aigbavboa [3]

WIL9 Exposure to multi-disciplinary teams Aliu and Aigbavboa [3]

WIL10 Financial management skills Aliu and Aigbavboa [3]

WIL11 Improved academic performance Gault et al. [17]; Mihail [29]

WIL12 Knowledge of engineering designs Aliu and Aigbavboa [3]

WIL13 Knowledge of ongoing issues Omar et al. [32]

WIL14 Knowledge of quality control Aliu and Aigbavboa [3]

WIL15 Mentorship opportunities Sattler et al. [36]; Gault et al. [17]

WIL16 Networking with other interns Aliu and Aigbavboa [3]

WIL17 Positive work attitude Aliu and Aigbavboa [3]

WIL18 Site-supervision knowledge Aliu and Aigbavboa [3]

WIL19 Technical report writing Aliu and Aigbavboa [3]

WIL20 Understanding job responsibilities Mihail [29]

WIL21 Understanding professional ethics Wasonga and Murphy [39]; Sattler et al. [36]

Source Author’s compilation

(including architects, construction managers, construction project managers, engi-
neers, and quantity surveyors) in South Africa. In achieving this study’s aims, the
total number of registered and candidate members of the various relevant built envi-
ronment professions was obtained from the annual reports as provided by the CBEP
Web site.

Two categories of non-probability sampling techniques were considered for the
research, namely purposive (judgment) and snowball techniques. The purposive
sampling techniquewas considered because it relies on the judgment of the researcher
when it comes to selecting the population that are of interest to the study. Through
the purposive technique, industry professionals and academicians who were in atten-
dance during South African conferences at the time were given the opportunity to
participate in the study. This is because conferences provided a perfect opportu-
nity for the built environment professionals to converge and share ideas on several
issues relating to both academia and industry. Apart from being a time-effective
sampling method, purposive sampling is also cost effective. In addition to the purpo-
sive technique, snowball sampling (chain sampling) was also adopted. Participants
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were requested to identify other professionals (referrals) who could contribute to the
realization of the study. Like the purposive technique, the snowball sampling tech-
nique was also time and cost efficient. Apart from its proximity to the researcher, the
Gauteng province was selected because the city contributes enormously to various
sectors in SouthAfrica such as construction, manufacturing, technology, and finance,
among others, making it the nation’s economic hub. Several mathematical formulas
were considered to achieve the required sample size. The formula proposed by
Yamane [41] was adopted for this study which yielded a target population size of
220 respondents. However, 204 responses were retrieved, indicating a 92% response
rate.

Data cleaning and screening were carried out by the Statistical Consulta-
tion Service experts (STATKON) of the University of Johannesburg before the
commencement of data analysis. Subsequently, the cleaned data were analyzed using
several statistical tools such as descriptive statistics (DS), mean item score (MIS),
one-sample T-test (OST), and exploratory factor analysis (EFA). Also, the reliability
and validity of the research instrument were determined. The Cronbach’s alpha value
of 0.909 was recorded, indicating high reliability of the questionnaire survey. This
was supported by Hair et al. [22] who suggested that the higher the values, the higher
the reliability. On the other hand, the validity was achieved by pilot testing the ques-
tionnaires on a small sample as recommended by Ticehurst and Veal [37]. A pilot
study helps to eliminate any flaws andweaknesses of the survey instrument before the
main study. However, results from the pilot study were not analyzed and integrated
into this current research. Instead, the pilot study helped to fine-tune the instructions
given to respondents and ultimately improving the overall structure and grammatical
patterns of the questionnaire. Subsequently, the normality of data was conducted
using the Shapiro–Wilk normality test. According to Ghasemi and Zahediasl [19],
the Shapiro–Wilk normality test is usually conducted to check the normality of data
when a sample size of less than 2000 is considered such as in this study. The test
conducted revealed that the variables were not normally distributed as p-values of
all assessed skills had values above the 0.05 threshold for normality, allowing for
a parametric test to be conducted. Thus, one-sample T-test, a parametric test used
to ascertain the significant difference in opinions of different categories of respon-
dents was adopted for this study to check the consistency of opinions of sampled
professionals.

4 Findings and Discussions

4.1 Respondents’ Background Information

This study conducted frequency distributions of the data of the participants (profes-
sionals from the built environment from academia, government establishments, and
the construction industry) to obtain full profile of respondents. Background data
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obtained were respondents’ level of education, original professional qualifications,
years of experience, and type of institution to which their organizations. These data
were required to ascertain the experience and knowledgeability of the respondents to
enhance the credibility of the data provided. Findings from the descriptive statistics
revealed that 29.4% of the total population possessed a master’s degree, followed
by 28.4% with a bachelor’s degree. In addition, 27.0% possess an honors degree,
while the respondents with doctorates and diplomas constituted 7.4% and 7.8%
of the total population, respectively. The high percentage of respondents with a
master’s degree indicates the high quality of responses obtained during the field
survey. The majority of the respondents were engineers, representing 36.3% of the
total population, followed by quantity surveyors representing 23.0%and construction
project managers representing 14.2%, while architects and construction managers
each accounted for 13.2% of the population. Also, 48% of the respondents had
between 1 and 5 years of work experience, 34.8% had 6–10 years, 10.3% had 11–
15 years, 2.5% had 16–20 years, while 4.4% of the respondents had more than
20 years of work experience. This implies that 52% of the respondents had more than
five years of work experience which suggests that the respondents who contributed
to this research were well knowledgeable in their respective disciplines within the
built environment. This improves the validity of the outcomes generated from this
study. Furthermore, 56.4% of the respondents’ belonged to the private sector, while
43.6% of the respondents’ belonged to the public sector and organizations. Finally,
most of the respondents were from the construction industry with 41.7% of the total
population, while 36.3% were from higher education institutions and 22.1% were
consultants from government establishments. This even distribution of the respon-
dents provided a holistic perspective as employers, academicians, and consultants
are relevant to the graduate employability discussion. Hence, their opinions on the
subject matter could be used to draw conclusions and make inferences.

4.2 Mean Rankings of Work-Integrated Learning Factors

In determining the consistency of respondents’ opinions, several parameters were
used in this regard such as the mean values and Kruskal–Walis H-test. For each of
the constructs, the perspectives of professionals were obtained. Table 2 shows the
importance of WIL for graduate employability as ranked by the various groups of
respondents. From the table, all WIL factors were ranked as important with a signif-
icant mean value of 3.0 and above which was adequate. From the table, ‘developed
practical knowledge,’ ‘technical report writing,’ ‘enhanced learning,’ ‘acquisition of
professional skills,’ and ‘understanding professional ethics’ were the highest ranked
WIL factors withmean values of 4.39, 4.36, 4.32, 4.31, and 4.31, respectively. Across
the three categories of respondents, these five factors were ranked highly. However,
across the three categories of respondents, there were some interesting views. While
the overall highest-ranked factor is ‘providing practical knowledge,’ consultants from
the government ranked ‘knowledge of engineering designs’ as the most important
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Table 2 Mean ranking of work-integrated learning factors

Work-integrated
learning factors

University Industry Govt. Overall

Mean Rank Mean Rank Mean Rank Mean Rank

Developed practical
knowledge

4.46 2 4.31 3 4.42 3 4.39 1

Technical report
writing

4.36 4 4.39 1 4.31 10 4.36 2

Enhanced learning 4.39 3 4.24 6 4.38 7 4.32 3

Acquisition of
professional skills

4.26 6 4.27 4 4.49 2 4.31 4

Understanding
professional ethics

4.23 9 4.33 2 4.40 5 4.31 5

Mentorship
opportunities

4.47 1 4.11 12 4.33 8 4.29 6

Knowledge of
engineering designs

4.32 5 4.13 11 4.51 1 4.28 7

Improved academic
performance

4.22 10 4.26 5 4.40 5 4.27 8

Understanding job
responsibilities

4.24 7 4.21 7 4.18 14 4.22 9

Knowledge of
quality control

4.20 11 4.15 10 4.27 12 4.20 10

Positive work
attitude

4.09 17 4.20 8 4.33 8 4.19 11

Exposure to
multi-disciplinary
teams

4.24 7 4.08 15 4.29 11 4.19 12

Knowledge of
ongoing issues

4.14 15 4.11 12 4.42 3 4.19 13

Developing
professional
identity

4.18 12 4.16 9 4.24 13 4.19 14

Awareness of work
place culture

4.15 14 4.11 12 4.11 18 4.12 15

Developed
interpersonal values

4.12 16 4.06 17 4.18 15 4.11 16

Exposure to career
opportunities

4.16 13 3.98 18 4.18 15 4.09 17

Site-supervision
knowledge

4.00 18 4.08 15 4.18 15 4.07 18

Networking with
other interns

3.97 19 3.91 19 4.00 19 3.95 19

Boosted
employment
chances

3.47 20 3.55 21 3.60 20 3.53 20

(continued)
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Table 2 (continued)

Work-integrated
learning factors

University Industry Govt. Overall

Mean Rank Mean Rank Mean Rank Mean Rank

Financial
management skills

3.24 21 3.79 20 3.27 21 3.48 21

WIL factor. Considering the job of consultants is to advise and share their built envi-
ronment expertise in both design and supervisory capacities, it is no surprise that they
ranked the learning of engineering designs highly. On the other hand, industry profes-
sionals selected ‘technical report writing’ as the most significant factor of WIL. As
industry professionals, employers are constantly seeking graduates who can convey
technical information on construction projects effectively in a clear and compre-
hensible manner. This is one of the main reasons why these sets of respondents’
value technical report writing higher than any other WIL factor. Furthermore, from
the table, it appears that respondents from academia ranked ‘mentorship opportuni-
ties’ as the most significant factor of WIL. This is not surprising because mentorship
forums are highly revered by lecturers and academics. This is one of themain reasons
why higher education includesWIL into their curricula to ensure students experience
work opportunities before graduation. Through these work opportunities, students
are assigned to industry professionals to improve their learning experience and hence,
mentorship opportunities. Also from the table, the least ranked factor was financial
management skill with amean value of 3.48. This is possible because themain reason
for WIL is to present work opportunities for students to ease their transition from the
classroom to the world of work. In most cases, these opportunities are not monetized;
hence, the issue of managing finances was not considered overly important to the
employability discussion.

Subsequently, a one-sample t-test was conducted to further ascertain the level of
importance of these WIL. Gleaning toward the study of Elliott and Woodward [15],
the null hypothesis for each WIL factor was set at unimportant when (H0: U = U0).
On the other hand, the alternative hypotheses state that the WIL factor was deemed
important when (Ha: U > U0). For both assumptions, U0 represents the population
mean, and in this study, itwas pegged at 3.0,while the significance levelwas pegged at
95% confidence interval. Based on this, aWIL factor was considered important when
it possesses a mean of 3.0 and above. In situations where twoWIL factors have equal
mean values, then the factor with the lowest standard deviation (SD) is allocated the
highest ranking of importance as proposed by Othman et al. [33]. Therefore, in the
case of ‘acquisition of professional skills’ and ‘understanding of professional ethics’
which had equalmean values, the SDof ‘acquisition of professional skills’was 0.680,
while ‘understanding of professional ethics’ was 0.657. Hence, ‘understanding of
professional ethics’ was allocated the highest ranking of importance. As noted by
Hassani et al. [23], the standard error (SE) is the standard deviation of the sample
mean which is a measure of how a sample represents the population under question.
This means, if the study was repeated several times, the SE represents the variability
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of themean values. Therefore, a large SE indicates several differences among various
sample means, while a small SE indicates similarities between most sample means
and population mean [31].

From Table 3, the SE associated with respective means is close to zero, indicating
that the sample truly reflects the population. Amore critical look at Table 3 shows that
the SD of 20 out of the 21 factors are less than 1.0, indicating little data variability.
Hence, there is consistency in the agreement among respondents regarding these 20
factors. The SD of financial management skill was above 1.0, indicating that there
might be some divergent opinions by the respondents on the ranking of that factor.
Table 3 also shows the p-value that highlights the significance of each WIL factor.
More so, the one-sample t-test significance values at two-tailed all fall below the 0.05
threshold, indicating no statistically significant differences in respondents’ opinions.
This further indicates consistency in the ranking of the factors based on the opinions
of the respondents.

4.3 Exploratory Factor Analysis (EFA)

The 21WIL factors were further subjected to exploratory factor analysis (EFA) using
Statistical Package for the Social Sciences (SPSS) version 26. Fabrigar andWegener
[16] opined that EFA is often conducted to determine the possible correlation patterns
that exist in a given dataset, which is then used to extract variables into various factor
clusters. SPSS checked the data suitability for EFA through the correlation matrix.
During the check, satisfactory coefficients were observed from the communalities
extraction table which indicates suitability for factor analysis. From the communal-
ities table given in Table 4, values between 0.40 and 0.70 were recorded which is in
accordance with the studies of Costello and Osborne [11]. These values indicate the
appropriateness of the variables measuring WIL.

All 21 WIL factors were subjected to principal component analysis (PCA). The
Kaiser–Meyer–Olkin (KMO), which is the measure of sampling adequacy yielded
0.900, was above the 0.6 thresholds [22]. The result of Bartlett’s test of sphericity
yielded a high chi-squared value of 1797.587, with an associated significance level
(Sig.) of 0.000, which is less than 0.050. Thus, the variables are factorable and are
suitable for EFA [18]. As given in Table 4, a Cronbach’s alpha of 0.909 was recorded
which indicates a high internal consistency and reliability. Table 4 shows the total
variance of the variables indicated by the eigenvalues using Kaiser’s criterion. In this
case, variables with eigenvalues >1 will be retained which means four WIL factors
with eigenvalues above 1 resulted in 7.765, 1.955, 1.162, and 1.144 which explains
36.974%, 9.308%, 5.535%, and 5.448% of the variance, respectively. These four
clusters of WIL have a cumulative 57.265% of the total importance of the 21WIL
factors as shown in Table 5.
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Table 3 Statistics of one-sample t-test

Work-integrated
learning factors

Std. deviation Test value = 3.0 95% confidence
interval of the
difference

Std. error mean Sig. (2-tailed) Lower Upper

Developed practical
knowledge

0.710 0.050 0.000 1.29 1.49

Technical report
writing

0.640 0.045 0.000 1.27 1.45

Enhanced learning 0.661 0.046 0.000 1.23 1.41

Understanding of
professional ethics

0.657 0.046 0.000 1.22 1.40

Acquisition of
professional skills

0.680 0.048 0.000 1.22 1.41

Mentorship
opportunities

0.788 0.055 0.000 1.18 1.40

Knowledge of
engineering designs

0.734 0.051 0.000 1.18 1.39

Improved academic
performance

0.745 0.052 0.000 1.17 1.38

Understanding job
responsibilities

0.675 0.047 0.000 1.12 1.31

Knowledge of quality
control measures

0.688 0.048 0.000 1.10 1.29

Positive work attitude 0.714 0.050 0.000 1.09 1.29

Exposure to
multi-disciplinary
teams

0.719 0.050 0.000 1.09 1.29

Knowledge of ongoing
issues

0.733 0.051 0.000 1.09 1.29

Developing
professional identity

0.739 0.052 0.000 1.08 1.29

Awareness of work
place culture

0.722 0.051 0.000 1.02 1.22

Developed
interpersonal values

0.679 0.048 0.000 1.01 1.20

Exposure to career
opportunities

0.751 0.053 0.000 0.98 1.19

Site-supervision
knowledge

0.702 0.049 0.000 0.98 1.17

Networking with other
interns on-site

0.734 0.051 0.000 0.85 1.05

Boosted employment
chances

0.912 0.064 0.000 0.41 0.66

(continued)
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Table 3 (continued)

Work-integrated
learning factors

Std. deviation Test value = 3.0 95% confidence
interval of the
difference

Std. error mean Sig. (2-tailed) Lower Upper

Financial management
skill

1.205 0.084 0.000 0.31 0.64

Table 4 Communalities and reliabilities for WIL factors

Initial Extraction

Communalities

Developed practical knowledge 1.000 0.684

Understanding of job responsibilities 1.000 0.523

Positive work attitude 1.000 0.645

Developed interpersonal values 1.000 0.524

Boosted employment chances 1.000 0.579

Awareness of work place culture 1.000 0.533

Understanding of professional ethics 1.000 0.680

Developing professional identity 1.000 0.677

Knowledge of ongoing issues 1.000 0.585

Improved academic performance 1.000 0.614

Exposure to multi-disciplinary teams 1.000 0.562

Knowledge of engineering designs 1.000 0.594

Knowledge of quality control measures 1.000 0.700

Site-supervision knowledge 1.000 0.542

Financial management skill 1.000 0.514

Networking with other interns on-site 1.000 0.528

Exposure to career opportunities 1.000 0.605

Enhanced learning 1.000 0.570

Acquisition of professional skills 1.000 0.605

Technical report writing 1.000 0.586

Mentorship opportunities 1.000 0.575

KMO and Bartlett’s Test

Kaiser–Meyer–Olkin measure of sampling adequacy 0.900

Bartlett’s test of sphericity Approx. chi-square 1797.587

Df. 210

Sig. 0.000

Cronbach’s alpha 0.909
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Table 5 Total variance explained and pattern matrix for WIL factors

Component Initial eigenvalues Extraction sums of squared loadings

Total % of variance Cumulative % Total % of variance Cumulative %

1. 7.765 36.974 36.974 7.765 36.974 36.974

2. 1.955 9.308 46.282 1.955 9.308 46.282

3. 1.162 5.535 51.818 1.162 5.535 51.818

4. 1.144 5.448 57.265 1.144 5.448 57.265

Component

1 2 3 4

Understanding of job responsibilities 0.704

Awareness of workplace culture 0.690

Boosted employment chances 0.651

Positive work attitude 0.640

Developed interpersonal values 0.571

Financial management skill 0.518

Enhanced learning 0.705

Acquisition of professional skills 0.672

Technical report writing 0.654

Mentorship opportunities 0.605

Exposure to career opportunities 0.565

Developed practical knowledge 0.520

Exposure to multi-disciplinary teams 0.773

Knowledge of engineering designs 0.688

Knowledge of quality control measures 0.678

Site-supervision knowledge 0.624

Networking with other interns on-site 0.584

Developing professional identity 0.717

Knowledge of ongoing issues 0.651

Understanding of professional ethics 0.631

Improved academic performance 0.610

Cluster 1—Understanding of Job Responsibilities: A total of six factors loaded
onto this cluster and they are ‘Understanding of job responsibilities’ (70.4%), ‘Aware-
ness of workplace culture’ (69%), ‘Boosted employment chances’ (65.1%), ‘Posi-
tive work attitude’ (64%), ‘Developed interpersonal values’ (57.1%), and ‘Financial
management skill’ (51.8%). These WIL factors all relate to the competencies for
graduates to understand the various requirements of their chosen professions, and
they explain a cumulative percentage variance of 36.974% of the total variance. By
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engaging in WIL opportunities, students are presented with the necessary knowl-
edge of the roles and responsibilities of a typical job position to function effec-
tively in a given task [39]. By understanding the requirements needed to successfully
execute their tasks, students gain a holistic understanding of the workplace culture as
they interact with several professionals both on-site and off-site. As observed from
the cluster, WIL also develops interpersonal values among students. This overar-
ching factor encapsulates several other skills such as communication skills, time-
management skills, and teamwork skills. This resonates with several studies such as
those of Divine et al. [14] and McLennan and Keating [28]. Graduates who possess
adequate work experience are often considered to be more desirable’s hires [25].

Cluster 2—Enhanced Learning: A total of six factors loaded onto this cluster, and
they are ‘Enhanced learning’ (70.5%), ‘Acquisition of professional skills’ (67.2%),
‘Technical report writing’ (65.4%), ‘Mentorship opportunities’ (60.5%), ‘Exposure
to career opportunities’ (56.5%), and ‘Developed practical knowledge’ (52%). These
WIL factors all relate to the various learning opportunities that students are exposed
to by virtue of undergoing WIL, and they explain a cumulative percentage vari-
ance of 9.308% of the total variance. By engaging in work activities, students are
presented with enhanced knowledge about their career choices and related occupa-
tions. Consequently, students are presented with an opportunity to learn about the
strengths, weaknesses, and expectations of their chosen fields and how they can
explore other possible options. These confirm the works of Gault et al. [17], Gill and
Lashine [20], Mihail [29], and Wasonga and Murphy [39]. According to Omar et al.
[32], exposure to the world of work helps students to establish rapport with industry
professionals as they seek to bolster their careers. Through exposure to career oppor-
tunities, students can also develop practical knowledge, understudy professionals
(mentors), and acquire technical skills [10, 27, 36]. Professional skills that can be
acquired by virtue of undergoing WIL include adaptability skills, problem-solving
ability, technical reportwriting, time-management skills, and site-supervision knowl-
edge [27, 34]. According to Wasonga and Murphy [39] and Sattler et al. [36], work
activities help students to apply information garnered from lecture room activities
which further improve their learning and thought processes as they commence their
professional careers.

Cluster 3—Exposure to Multi-disciplinary Teams: A total of five factors are
loaded onto this cluster, and they are ‘Exposure to multi-disciplinary teams’
(77.3%), ‘Knowledge of engineering designs’ (68.8%), ‘Knowledge of quality
control measures’ (67.8%), ‘Site-supervision knowledge’ (62.4%), and ‘Networking
with other interns on-site’ (58.4%). These WIL factors all relate to students’ expo-
sure to a range of different disciplines or fields of expertise while undergoing work
experience and they explain a cumulative percentage variance of 5.535% of the
total variance. As students interact with different professionals from different back-
grounds during work experience, their learning process is enhanced and ultimately
well rounded. For example, a civil engineering student in the construction site will be
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exposed to other professionals outside the structural dimension during the construc-
tion process such as architects, surveyors, mechanical engineers, and electrical engi-
neers among several others. Such interactions provide students with adequate knowl-
edge of the job process, thereby enhancing the learning process. Students are also
afforded the opportunities to network with other interns which occurs as a result of
introducing work experience into the undergraduate curriculum.

Cluster 4—Developing Professional Identity: A total of four factors are loaded
onto this cluster, and they are ‘Developing professional identity’ (71.7%), ‘Knowl-
edge of ongoing issues’ (65.1%), ‘Understanding of professional ethics’ (63.1%),
and ‘Improved academic performance’ (61%). These WIL factors all relate to the
development of a professional outlook by virtue of undergoing work experience,
and they explain a cumulative percentage variance of 5.448% of the total variance.
By working in a professional setting, students develop a plethora of both technical
and soft skills that are critical to their profession. By interacting with professionals,
students’ attitudes, motives, and experiences are clearly defined in relation to their
chosen profession. More so, students who are exposed to WIL are exposed to the
various principles that govern the workplace such as values, ethics, and codes of
conduct. Similarly, Gault et al. [17] and Wasonga and Murphy [39] suggest that
work programs can lead to improved academic performance among students because
students’ interest and enthusiasm in the classroom are enhancedwhenwork activities
are integrated. Furthermore, as students engage in work activities, they becomemore
aware of ongoing industry issues and global challenges facing their profession and
the world at large.

5 Conclusions

This study contributed to the employability body of knowledge by discussing the
relevance of work-integrated learning (WIL) to the employability discussion in the
COVID-19 era. Data was obtained from professionals within the built environment
from academia, government establishments, and the construction industry. Back-
ground data obtained were respondents’ level of education, original professional
qualifications, years of experience, and type of institution towhich their organizations
belong. Subsequently, the cleaned data was analyzed using several statistical tools
such as descriptive statistics, mean item score, one-sample T-test, and exploratory
factor analysis. Results from the EFA revealed four clusters of WIL—understanding
of job responsibilities, enhanced learning, exposure to multi-disciplinary teams, and
developing professional identity. As noticed from the study, these four WIL clusters
are broad and encompass other related competencies that can be acquired, developed,
and enhanced. This places significant pressure on universities to reshape and revamp
its curricula to align with the dynamics of the COVID-19 era to prepare graduates
who will fit seamlessly into the world of work after graduation. As stated earlier,
the ‘new normal’ has come to stay and understandably so. As the world continues to
recover from the economic setbacks caused by the COVID-19 pandemic, businesses
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and industries will struggle to break even which means a decrease in placement
of opportunities for students. This possibility places immense pressure on univer-
sities to provide alternatives and innovative solutions to ensure WIL activities are
not chalked off the academic calendar. Therefore, this study makes a case for the
revamp of WIL activities to align with the ‘new normal’ by revisiting the various
employability implications of work opportunities for students.
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Chapter 4
Opportunities and Barriers
of Digitization in the COVID-19 Crisis
for SMEs

Ralf-Christian Härting, Anna-Lena Rösch, Gianluca Serafino, Felix Häfner,
and Jörg Bueechl

Abstract Digital transformation has been a key driver of business model develop-
ment for years. The COVID-19 pandemic affects organizations and society alike and
makes it imperative to leverage emerging exogenous shocks to remain functioning
and competitive. In this vein, COVID-19 has the revelatory power for organizations
to re-invent themselves by re-adjusting their strategies including corresponding busi-
ness models. Along with the need to engage in physical distancing, the call for digital
solutions becomes even more critical. Small- and medium-sized enterprises (SMEs)
differ quantitatively and qualitatively from large corporations. Therefore, SMEs can
navigate themselves more flexibly through disruptive environments. They are often
regarded as the backbone of economies and deserve the attention of researchers for
these reasons. The aim of our study is to examine potentials of digitization for small
and medium-sized enterprises that are particularly impacted by exogeneous determi-
nants. On the one hand, the opportunities of digitization must be considered. On the
other hand, the challenges and restrictions of the COVID-19 crisis are particularly
relevant.

Keywords Company culture · COVID-19 crisis · Digitization · Efficiency · IT
architecture · SMEs

1 Introduction

In today’s world, major changes in technology have consequences on the whole
society. Digitization often goes hand in hand with the development and introduction
of new technologies. Everything becomes faster and smarter, and the access to goods
and services is much easier. People use their smartphones in nearly every situation.
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Personal computers are in everyworkspace regardless of profession. Digitization still
has got a lot of potential not only for society, but also for small- and medium-sized
enterprises. Especially during the COVID-19 crisis when people work in their home
office, remote desks, and other places, digital technologies play an essential role for
every enterprise and organization [1]. To advance the research in this topic area, a
unified definition of digitization is essential. There are several meanings of the term,
while a general definition cannot be found in the literature. A current definition of
digitization comprises “an intelligent business and value creation process under the
usage of information aswell as communication technologies, such asBigData, Cloud
and Mobile Computing, Internet of Things, and Social Software.” [2, 3]. The term
digitization is also associated with the digital revolution, digital transformation, and
Industry 4.0 [4]. Furthermore, the degree of digitization in small- and medium-sized
enterprises compared to large corporations differs. It can be noted that the pandemic
affects SMEs much more negatively than large corporations [5]. A shutdown or a
revenue decline hits SMEs harder due to their lower resources in form of monetary
reserves or personnel. In addition, a significant share of the enterprises decides to
adopt a new business model to be able to remain in the market at all [6].

In times of the pandemic, companies must be innovative and adapt to the
new circumstances. In the current situation, enterprises therefore prefer a “start-
up mentality,” which is characterized by rapid changes of direction, experiments,
or even collaborations [7]. Since the beginning of the pandemic, many companies
are bankrupt because the virus affects the global economic framework. Companies,
especially small- and medium-sized enterprises can reopen their offices if they are
observing health protection guidelines.

This survey is based on a qualitative study which has been conducted in July 2020
as a pre-study. The aim of this quantitative study is to find out which positive and
negative consequences the digitization revealed throughout the COVID-19 crisis,
especially for SMEs. The central aspects queried were Efficiency, IT Architectures,
and Changed Company Culture. Figure 1 shows the hypotheses model as a result of
the qualitative survey which was considered.

Fig. 1 Hypotheses model of
the qualitative survey
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New business models can be developed through the best possible application of
digitization. Especially for small- and medium-sized enterprises, this insight plays a
crucial role regarding the conduct of their daily business during theCorona pandemic.
Digitization allows companies to generate new products and services, and, moreover,
it leads to an improved value chain adapted to the crisis [8].

Generally, Efficiency describes the extend of operational excellence or produc-
tivity. Hence, Efficiency is concerned for example with minimizing costs and
improving operational margins [9]. Regarding the COVID-19 crisis, faster decision-
making processes and optimization can lead to more efficient working methods.
Therefore, digitization enhances the skills of the people working with it because it
improves the problem-solving and complex communication activities of employees
[10]. New digital technologies offer opportunities to capture key information and
make it transferable across actors and firm boundaries. Thus, processes can be
simplified andmademore comprehensible [11]. Digitization also brings an increased
amount of data. Using it provides Efficiency by increasing performance volume and
savings [12].

The term IT Architecture generally comprises hardware, software, and digital
services [13]. All technologies for processing, using, and storing information can
be called information technology [14]. IT Architectures s can enhance communica-
tion channels, which the COVID-19 crisis forced companies to explore further. The
new communication channels that companies had to find allow a simpler and faster
exchange, e.g., virtual communication. It allows a fast data exchange and a shorter
time frame between question and respond [15]. Data security is an important chal-
lenge of digitization, especially for business models and technologies that depend
on a secure use of the customers’ data [16]. Possible risk factors for example could
be hacker attacks or the abuse of private data.

All around the world, people had to adapt to the contact limitations and curfews
due to COVID-19 crisis. It has not only affected social and economic relationships.
Companies also had to adapt to these new circumstances to stay competitive [17].
People are now more acquainted with online environments, so time, money, and
resources can be saved by holding online conferences [18].

2 Methodology

The following section explains the research methodology in this study to collect and
analyze the relevant survey data. The potential use of digitization can be defined as
the individual perceived capability of the implementation of digitization technologies
[19].
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2.1 Literature Research

The starting point for addressing the issue of possible opportunities for SMEs during
theCOVID-19 crisis regarding digitizationwas a systematic literature research (SLR)
[20].As a limitation, the authors decided to consider only articles fromat leastB-rated
journals according to the VHB-JOURQUAL3 rating from 2013 onward. The authors
preferred articles from A-rated journals which are, according to VHB, outstanding
and leading or world-leading scientific journals in business and information manage-
ment science. Because the study focused on small- andmedium-sized companies and
the findings in the SLR have been very limited, also B-rated journals and confer-
ence proceedings have been considered [21]. The following quantitative empirical
design is derived from the SLR and a prior research project, a qualitative study [20].
Ten experts were interviewed using semi-structured interviews and grounded theory.
Table 1 shows information about the experts and the companies. Based on this study,
an initial hypotheses model was conducted (see [20] and Fig. 2).

Table 1 Experts in advanced qualitative research

Pseudonym Industry Size
(employees)

Position Age Gender Duration of
employment

AMBA
GmbH

Marketing
Agency

55 Junior
marketing
manager

26 Female 1,5 years

Bentel Hotel Hotel Industry 80 CEO 53 Female 27 years

DaRu-GmbH Automotive
Supplier

2050 Supplier
auditor

30 Male 1 year

Energy BW
GmbH

Energy
Consultant

2700 Marketing
manager
(E-mobility)

26 Female 1 year

MediTec GbR Medical
Technology

2900 Technical
support

25 Male 1 year

PeTe-GmbH Interior
Designer

130 CEO 55 Male 22 years

Plug-In
GmbH

Mechanical
Engineering

330 Product
manager

27 Male 8 years

Staussinger
GmbH

Steel
Construction

85 Technical
sales

24 Male 2,5 years

Wire GmbH Automotive
Supplier

40 CEO 58 Male 30 years

Witze KG Metalworking
Industry

3000 Strategic
purchaser

27 Male 2,5 years
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Fig. 2 Conceptual model with outer loadings, path coefficient, and R2

2.2 Research Setting, Design, and Data Collection

In a further step, this study progressed our triangulation concept by employing a
quantitative research approach. The use of a questionnaire to validate the generated
hypotheses sheds light on emerging insights with specific cause–effect production.
To analyze the collected data, structural equationmodeling (SEM)was implemented.
Influences of determinants can be evaluated with the analysis tool SmartPLS [22].

In order to obtain clean, scientific results, the target group for data generation
includes only executives of the upper management level and IT experts, who can
provide important input regarding the digital transformation. For this study, 114
experts of various medium-sized companies were surveyed with an online question-
naire about the opportunities and barriers for SMEs in times of the COVID-19 crisis.
The conducted survey was compliant to the highest levels of data protection. It took
about five minutes on average and was sent to the experts via various channels. The
authors deliberately selected companies fromdifferent industries to ensure ecological
validity.

An important aspect of a goal-oriented quantitative survey is the creation of a
stringent questionnaire. It is divided up into three determinants: IT Architecture, and
Changed Company Culture. These determinants emerged from the qualitative study
and the literature review built on it. Closing the survey, experts were asked to answer
socio-demographic questions regarding work experience and the company they work
for. While analyzing datasets with the method of structural equation modeling, influ-
ences from different constructs on the research question can be discovered. Before
a confirmation or a refutation of the hypotheses is possible, typical quality criteria
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must be considered. Appropriate criteria are composite reliability (CR), Cronbach’s
alpha (CA), and average variance extracted (AVE) [22].

2.3 Data Analysis

The built-up hypothesis model has been analyzed by SEM using SmartPLS. SEM
allows statements about the relationships among the measured indicators by empiri-
cally testing the hypothesis model [22]. In SmartPLS, partial least squares structural
equation modeling (PLS-SEM) is used. It is a second-generation statistical method
based on multivariate data analysis approach for complex relationships. With SEM,
unobservable variables can be measured indirectly by indicator variables, and the
accounting for measurement error in observed variables is facilitated. In addition,
the influence of the individual constructs on the research question can be tested and
evaluated [23].

Three constructs are used in the calculation, and their influence on the potentials
of digitization during the COVID-19 crisis is evaluated. In this context, the inter-
mediate determinants in the hypothesis model are called latent exogenous variables.
The structural model, also called the inner model, represents the latent variables
(constructs) that are measured by the indicators. It also displays the relationships
between the constructs and the endogenous latent variable. The measurement model
displays the relationships between the latent variables and their indicator variables.

Evaluation of the Measurement Model

A reflective model was chosen, which means the indicator variables reflect the latent
variable in its entirety. Therefore, it is implied that the latent variablewill still have the
same meaning after one indicator is dropped [23]. Goodness of fit measures appro-
priate for reflective measurement models are composite reliability (CR), Cronbach’s
alpha (CA), or average variance extracted (AVE). They are given in Table 2.

The single-item constructs always have a value of 1.0 for CR, CA, and AVE. The
reason to use the single items for the constructs Efficiency and IT Architectures is
the quality of the indicators used. After elaborating the results, different versions for
each construct were tested, and the ones of the highest quality were selected. The
indicators of Efficiency and IT Architecture describe the construct weaker than their
respective general single items. Only for the construct “Changed Company Culture,”
the indicators were used in the model.

Table 2 Quality criteria of
the measurement model

CA CR AVE

Efficiency 1 1 1

IT architectures 1 1 1

Changed company culture 0.679 0.821 0.605
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The required threshold of >0.7 for CA is not reached for Changed Company
Culture. However, Cronbach’s alpha may over- or underestimate scale reliability. In
addition to that, CR may also estimate the true reliability better than CA. Therefore,
CRmay be a preferred alternative toCA. TheCRvalue of ChangedCompanyCulture
of 0.821 even indicates a high reliability. TheAVE target level for Changed Company
Culture with >0.5 is also achieved, as given in Table 2.

Commonly, the size of the outer loading is also known as indicator reliability.
The required minimum level of the outer loadings of all indicators to be statistically
significant is 0.708 or higher. As Fig. 2 shows, the outer loadings on the arrows
directed from theChangedCompanyCulture to its indicators are above thatminimum
level [22].

Evaluation of the Structural Model

In the inner model, there are standardized path coefficients pictured on the arrows
between the latent variables in Fig. 2. The path coefficients are used to assess the
strength of the effect the constructs have on the endogenous variable. Effects are
called “significant” when the standardized path coefficients are greater than 0.2 [24].
According to the literature, the path coefficients of the constructs are subject to a hard
threshold. The applicability of a hard threshold values for constructed models seems
questionable in this case. All values of the SEMmust be considered individually and
analyzed in combination. The result is a comprehensive interpretation of the effects.
Figure 2 shows that construct IT Architectures s does not have a significant influence
in the structural model due to its path coefficient of 0.187. The path coefficients
of 0.250 and 0.221 indicate that Efficiency and Changed Company Culture have a
significant influence. Considering the path coefficients in combination with further
statistical methods, the t values, as well as p values, a clearly improved situation
emerges. Thus, the first observed valuemay be below the threshold. After performing
the bootstrapping method (Table 3), for the construct IT Architectures, a t value of
1.961 is available. This is marginally above the threshold, indicating significance is
present. The associated p value of p ≤ 0.05 (p = 0.050) indeed corresponds to a low
significance. In the literature, on the other hand, a clear significance is assumed [20].
Underlying error frequencies and mismatches in datasets could be the reason for a
bias.

Table 3 shows the results of the bootstrapping method. A p value of p < 0.1
indicates a significant influence of the constructs on the latent variable, while the
t values can be described as significant for t > 1.96 [22]. Efficiency and Changed
Company Culture display p values even lower than 0.05 which indicates their high
significance. IT Architectures are on the threshold of 0.05 and indicates a lower

Table 3 Bootstrapping
results

t values p values

Efficiency 2.273 0.023

IT architectures 1.961 0.050

Changed company culture 2.229 0.026
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significance. The t value of the first construct, Efficiency, is 2.273, and the p value is
0.023. The second construct IT Architectures shows a low significant influence with
a t value of 1.961 and a p value of 0.05. The authors thus derive potentials of the
determinant in terms of digitization. The reasons for the weak value presumably lie
in the datasets and the resulting bias. Lastly, Changed Company Culture is significant
as well, because of its t value of 2.229 and p value of 0.026.

The coefficient of determination R2 indicates the percentage of variance of a
latent endogenous variable that is explained by the independent variables assigned
to it. Chin considers R2 as “weak” at a value of 0.19, as “moderate” at 0.33, and
as “substantial” at 0.66, although his specification can be generalized to a limited
extent [24]. The coefficient of determination R2 of this model is given as 0.264 and is
therefore sufficient, although it is weak. The predictive relevance of the reflectively
measured latent endogenous variable can be assessed by Q2. For this model, the Q2

value is above zero (0.231), and therefore, it has predictive relevance.
Since there is not one global quality criteria for PLS models, the above-discussed

quality criteria must be considered together in their entirety [25]. Thus, the structural
model of this study can be confirmed with intermediate quality, and all three latent
variables show a significant influence on the potentials of digitization. Nevertheless,
it should be noted that IT Architecture has got a weaker influence in the model than
the other constructs.

3 Results

In the following section, the evaluations of the structural data are presented, and their
results are explained. It is important to analyze the surveyed group of experts for
providing background information and to interpret the data analyses in an optimized
way. Figure 3 shows the gender distribution of the interviewed experts.

Fig. 3 Gender distribution
of the experts
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Fig. 4 Overview of
industries in which the
companies operate

The survey participants were predominantly male with a share of 82%. Only a
small percentage of 17% indicates female. There was one participant who stated
diverse. The unequal distribution between genders could be a limitation in data
collection.

When analyzing the data, it is important to know in which industries the experts
work. It was possible to cover many different companies. The largest proportion of
experts work for companies in the manufacturing sector. Figure 4 shows that 34%
of the experts can be assigned here. A further 19 experts come from information
technology companies, which accounts for a share of 17%. These companies are
very heavily dependent on digitization, which also affects their operating business.
A total of 15 experts (13%) come from trade and transport sector. This sector also
benefits from digitization approaches. The consulting industry presents 10% of the
experts. A small proportion of 5% took part from the construction industry. Other
sectors that make up a very small proportion of the sample, such as energy, finance,
and healthcare, are grouped together in the section—Others.

A key aspect of the study’s quality is demonstrated by the professional experience
of the experts who participated in the study. A total of 48 participants reported having
professional experience of more than 20 years which is shown in Fig. 5. Over two
decades, the participants have been able to observe developments in digitization
and thus offer high-quality research input. A further 33 experts have professional
experience covering at least 9 years. With a share of more than 20%, 24 respondents
still claim to have more than three years of experience in their industry. Only nine
respondents have less than three years of professional experience. The sample shows
that most experts are experienced participants.

Another insightful aspect is the activity of the experts in the companies. Figure 6
shows a quite balanced distribution, with experts from top-level management being
represented twice as often as other areas. A total of 48% of the experts surveyed come
from topmanagement. A further 24% stated that theyworked in themanagement area
of the commercial or technical departments. The IT area is represented by experts
with a share of 20%. The remaining 14% comprises all other management positions
stated by the experts.
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Fig. 5 Overview of the working experience of the interviewees

Fig. 6 Overview of the
function of the interviewees

In summary, the respondents came from various industries, most of which are
companies with fewer than 50 employees and more than 250 employees. Most of the
interviewees were male and between 35 and 54 years old. They work in a position
as a board member, in management, in commercial/technical, division management,
as an IT expert or as IT department manager. In addition, 48 people noted that they
had more than 20 years of professional experience, while half of the group (24) also
has between three and eight years of professional experience.

4 Conclusion

The results show that all three determinants have an influence on the opportunities and
barriers of digitization. However, the determinants Efficiency andChangedCompany
Culture have a more significant influence than IT Architectures. For the IT Architec-
ture, a weak cause-and-effect relationship was established. In further research, the
datasets have to be analyzed in detail, and reasons for the weak influences have to
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be identified. Based on digitization, efficiency can be increased, and companies can
adapt more quickly and dynamically to the new circumstances. Overall, the inter-
viewed experts agreed that opportunities of digitization lie in faster decision-making
processes, faster work, and process optimization. Around the world, almost everyone
had to adapt to new circumstances due toCOVID-19. Contact limitations and curfews
affected both social and business relationships which is why it is not surprising that
Changed Company Culture can be seen as a potential of digitization.

The study also shows that IT Architectures are accompanied by certain risks and
data security could be confirmed as a major risk factor of digitization. The second
barrier that was identified in the qualitative study could not be confirmed. According
to most of the interviewed experts, it is not true that digital communication has a
negative impact on the relationship between employees.

Based on the findings, the opportunities must be seized, and the barriers must
be treated with a certain sensitivity to sustainably benefit from the potentials of
digitization. In summary, the use of digitization is essential in the context of the
COVID-19 crisis. Digitization can profitably change and stabilize internal processes
and business models to help small- and medium-sized companies to position them-
selves sustainably in the market regarding the ongoing COVID-19 crisis. Accord-
ingly, the pandemic-crisis makes it obvious that on-site conversations or word-of-
mouth communication (storytelling) is still indispensable and plays a major role in
successful corporate communication. But online communication tools such as Zoom
or Microsoft Teams will be an integral part of the communication philosophy in the
future.

5 Limitations and Further Research

Even though the study shows many aspects of digitization in its context, several
limitations need to be explained. The results of this study are explicitly aimed at
small- and medium-sized enterprises with 10–250 employees. This study excluded
corporations and sectors of the economy not surveyed in our investigations. Further-
more, an existing qualitative survey was used as a basis. However, the opportunities
and barriers of digitization should be continuously followed up during the COVID-
19 crisis. Especially in SMEs, digitization is a fast-moving process with constant
innovations and changing application scenarios at short intervals, focusing the topic
of restrictive and political measures. In addition, the study only refers to small- to
medium-sized companies mostly located in Southern Germany. To gain an improved
overall impression, it would be helpful to conduct the study in an international
context, e.g., in other European countries or in countries outside Europe. Within
the scope of our quantitative survey, 114 experts were interviewed. Therefore, the
elaboration of this study is subject to a certain limitation with an empirical investiga-
tion in form of quantitative research due to the rather small sample size. The quality
criteria used for the model represent certain limitations as well. The measurement of
the constructs’ reliability to the research question showed some inaccuracies since the
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reliability according toCronbach’s alpha and composite reliability defer significantly.
Regarding the agreement between indicators and the constructs, the measurement
model has got lower quality. Only one of the three measured constructs can properly
be described by their indicators, which is the reason for using the general single item
in the constructs Efficiency and ITArchitectures. Only Changed Company Culture is
describedbymulti-items.The results for hypothesis concerning the impaired commu-
nication between co-workers differ from the literature and the feedback received in
course of the study.

The limitations of this study show the necessity for further studies on the topic
“Opportunities and barriers of digitization during the COVID-19 crisis.” Especially,
the determinants Efficiency and IT Architectures can be extended and examined in
more detail.

Acknowledgements This work was supported by Lisa Linnenfelser, Melissa Moldaschl, and
Marcel Weber. We would like to take this opportunity to thank you all for your great support.

Appendix

Excerpt of Questionnaire:

• Efficiency:

The potentials of digitalization are increased in our company…

– due to faster work thanks to software solutions.
– due to faster decision-making processes.
– generally due to more efficiency.

• IT-architecture:

The potentials of digitalization are increased in our company…

– due to a simplified way of communication.
– due to a higher level of data data security.
– generally due to the IT architecture.

• Changed behavior:

The potentials of digitalization are increased in our company…

– due to a changed meeting culture.
– due to changed customer needs.
– due to a better communication between coworkers.
– generally due to a changed company culture.

• New business models:
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The potentials of digitalization are increased in our company…

– due to new business models.
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Chapter 5
New Urban Mobility Strategies After
the COVID-19 Pandemic

Domenico Suraci

Abstract The intent of this work is to investigate the measures taken in the various
cities of the world due to COVID-19 crisis with regard to urbanmobility and evaluate
which have been the most effective, verifying their effects in both the short and long
term. The cities considered are located in Europe and North and South America. The
first part of the study tried to classify them by their similarity. Then, the data of modal
split changement, mostly found on municipality official Web site, have been used to
study the most effective measures taken. From this, generally, conclusion about the
phenomenon and suggestions for future development are made.

1 Introduction and Background

The COVID-19 pandemic had, among the countless and tragic effects, that of putting
in crisis the entire urban transport system of cities, showing how this is a strategic
need, which must be satisfied for the very survival of cities. The new conditions
forced a change in the strategy with which the problems had been solved up to now.
Generally, the answerwas the same, albeitwith different tactical variations depending
on the context: the increase in the offer of individual mobility, and in particular the
sustainable one. However, the crisis did not represent a point of discontinuity as
much as a point of ascending inflection: it did not generate any real news, and it was
a catalyst for phenomena already underway [1]. In fact, the measures implemented
almost entirely derive from proposals already presented or even approved for the next
decade. The attempt, common all over the world, to use the response to the health
crisis as a tool to change mobility within the city once it is over, is evident. The tragic
evolution of the epidemic into a global pandemic has forced a large number of cities
to take action, offering a vast case study.
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2 The Problem of Public Transport

Themain effect of the epidemic on urbanmobilitywas the collapse of public transport
[2], both from the point of view of supply and from the point of view of demand. In
fact, three phenomena went to compete.

The most obvious is the drastic decrease in the number of trips, due to the suspen-
sion of many work activities, smart working, the closure of schools, and many non-
essential services. The decrease was around 90% compared to the average of the
movements of previous years in the most stringent lockdown moments and then
stood at around 40% less when the activities were able to reopen (Fig. 1 and Fig. 2).

Decline in mobility in European countries during the first phase of the pandemic
[3].

Then, there was the need to reduce the maximum capacity of the means of trans-
port—generally by 50% compared to the normal situation—to ensure distancing.
Finally, there has been a general change in the choice of moving users toward indi-
vidual mobility for fear of contagion on public transport, regardless of the safety
levels declared by the health and transport authorities.

The problem on the part of the planner is therefore to be able to guarantee a safe
service from a health point of view and as efficient as possible. The greatest criticality
is found during peak hours, which are those of maximum overcrowding of vehicles.
We have tried to solve the problem in two ways. On the one hand, the offer has
increased through the enhancement of the service compared to normal during peak
hours. However, this path has proved to be complex: the recruitment and training
of new staff, the purchase of new vehicles, and the upgrading of lines often already
at maximum capacity require costs and timing that cannot be reconciled with the
emergency nature of an epidemic. In this way, private companies were used, which
provided their own means to strengthen the network. However, the serious problem
of lack of knowledge of this alternative on the part of users has been highlighted,
which has largely continued to use the means they previously used [4].

Fig. 1 Apple Mobility trends during the first lockdown in selected countries (February - March
2020)
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On the other hand, an attempt was made to spread the demand in order to flatten
the rush hour, especially the morning one which is the most loaded. The hourly
flow was therefore completely rethought, staggering the openings and entrances of
schools, services, and companies. In particular, the focuswas on dividing the opening
of schools into two time slots. However, it was not sufficient: the peak in demand was
found outside the half hour before the two school entrance hours because the entrance
to offices, shops, and companies was not staggered [4]. In fact, this operation turned
out to be very complicated. Often it took months just to start negotiations for an
agreement with the interested parties [5] and in the few places where it was reached
it was often not respected.

From the experience gained, we can therefore see three ways to follow to be
ready in the event of a new epidemic. First, the preparation of a pandemic plan that
brings together companies, public bodies, social partners, and citizens on how to
stagger the entrances, so that in the event of an emergency, immediate action can
be taken with the participation of all. We can then think of staggering the entrances
not in two but in three bands, anticipating the entry of half of the students in high
schools and universities, which are the ones who use public transport the most. In
this way, a band that is soft outside the emergency would be used. In this way,
the opening hours of companies, shops, and services could be left almost unchanged
with a consequent greater collaboration on the part of these. Finally, it is necessary to
effectively communicate the enhancement of the service, so that users are aware of the
options available to them. The dissemination of information must not only be carried
out by the public service, but also by companies, schools, and trade associations
before and especially during the emergency.

A final note should be made regarding the use of public transport itself during
an epidemic. SARS-CoV-2 has among its greatest dangers a high contagiousness,
which increases evenmorewith the variants that have spread in 2021. However, in the
future, we may have to deal with epidemics that have a high level of contagiousness
at point of not being able to guarantee health safety on vehicles [6]. To cope with an
emergency of this gravity, an adequate mobility plan must therefore be developed,
which takes into account the inevitable and even more radical changes in people’s
lives and which is focused on individual travel, the only ones that can be safely
practiced in this situation.

For these reasons, the work of the thesis focused on individual mobility, in partic-
ular the soft one, which turned out to be the most effective and the only possible
response in the case of more serious epidemics than that caused by SARS-CoV-2.

3 Classification of Cities

Once the measures taken by each city were cataloged, criteria were sought to find
points of contact between them, in order to subsequently verify whichmeasures were
effective in certain contexts and which were not. Population, infrastructure, previous
modal split, and service levels were taken into consideration. The sources fromwhich
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theywere searched are the national statistical institutes of the respective countries and
the mobility studies of the local and national transport departments. For the modal
split, it was decided instead to use a database provided by the European Platform on
Mobility Management [7], so that in this phase of comparison, data collected in the
same way were used. The modal splits were all subsequently checked on the sites of
the respective transport departments and were all consistent with the platform data.
American cities, which were not present in the database and for which data from the
transport departments and those from the Deloitte Insights Web site, were used as
an exception [8].

However, no similarities were found when evaluating each of the parameters
individually. Mobility is in fact such a complex and integrated system that it does
not allow one to be decisive compared to the others outside the pandemic context. It
was therefore necessary to make an overall assessment, which would go to evaluate
the urban transport system and the cities.

This has brought to light how the most similar cities in terms of morphology,
citizens’ habits, infrastructures, and problems are found within the same state or a
common cultural region. The same similarity was found, in the measures that were
introduced, despite the absence of central national directives that would guide the
choices.

Therefore, the “national” criterion is the one chosen to analyze the interventions
before and the effects after.

4 Data Analysis

The data analysis was the longest and most complex part for many factors. The
first difficulty was encountered in their own research. First, because they are scarce,
almost none of the cities that have adopted the measures have been able to measure
their effectiveness in a capillary manner, a fundamental condition for understanding
what worked and what did not within the same context.

In addition, the work of aggregation was also complex: The data are calculated
with different criteria, refer to different periods, and are represented differently. The
help that can come from the giants of “big tech” must be used with great caution.
In fact, the data made available show many shortcomings: They are almost never
available for the years preceding the pandemic, they do not present all the most
significant transport alternatives, and they are almost never data of actual movements
but data on Internet searches on how to reach certain locations and surveys with a
non-representative statistical sample. Given all these highly uncertain factors, these
data are taken into consideration only to signal trends when there are variations with
very significant orders of magnitude.

A happy exception is the StravaMetro app, which has made a dashboard available
online [9] with data shared by users anonymously. They are trusted by the United
States Centers for Disease Control and Prevention, which conducted a study [10]
showing the strong correlation between the location of people using the app to track
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their movements and the location of commuters on bicycles and feet in the total
population. The active commuting rate in each area of a city according to the census
is therefore similar to the active commuting rate in the same area among Strava users.
Their reliability is also evidenced by the consistency with the results of statistical
studies and with the counting of steps, where these are available. It was therefore
decided to refer to this database in the absence of “real” data.

Another problem that makes it difficult to make a comparison is the general
decrease in mobility compared to the standard situation, oscillating on average
between a minimum of 40% and a maximum of 90% in the most severe lockdown
period. It is therefore not possible to reason in absolute terms but only in percentage
terms. The evaluation of the “time” of the virus was also complex: The pandemic
affected different states and geographic areas in different ways, with a different
perception by the population of the seriousness of the situation even for comparable
levels of contagion. The only period in which the pandemic situation would have
allowed a confrontation would have been the summer, when in Europe it seemed
that the virus had stopped. However, even in this circumstance, the sharp decline in
mobility prevents us from making adequately precise comparisons.

Finally, the last and perhaps most significant difficulty was caused by the change
in the process of choosing the mode of transport. The user is considered a rational
decision maker who seeks to maximize his utility (or in other words to minimize
the generalized cost) which he evaluates through a series of attributes [11]. In the
presence of such a contagious epidemic, the attribute of health safety, previously
so obvious that it was not considered, assumes a predominant importance over all
the others. The demand for individual transport increases very strongly, and another
element of uncertainty is generatedwhen analyzing the data. The conditions of choice
during the emergency are therefore radically different from the normal ones, which
are those for which the measures introduced were designed: Particular attention must
be paid to the difference between the response to the same interventions depending on
whether one is inside or outside the pandemic, without making a single assessment.

For all these reasons, the exact effectiveness outside the pandemic context of the
measures taken can only be verified when the epidemic ends. For now, trends can be
underlined, taking advantage of those moments in which the contagion was low and
those changes that were too sensitive to be considered momentary.

5 Study Cases

The contexts reported—France, Spain, United Kingdom, Latin America, USA,
Northern Europe, and Italy—are those that were considered most interesting. Others
have been omitted for various reasons: for China, insufficient elements have been
found to make a description; Irish cities basically behaved like the English ones.

In reporting the cases studied, it was decided to follow the workflow described
above. The context was described for each, briefly with regard to the spread of the
epidemic and more in depth with regard to the characteristics and modal split of
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the cities. The measures taken and the reasons that led to their realization were then
analyzed, focusing on the topography of the various interventions, considered a key
element for a complete understanding. The construction techniques were among the
most varied, andwe focused on themost interesting ones. Finally, changes inmobility
were analyzed, again in relation to the evolution of the epidemic and the consequent
confinement measures.

6 Conclusions

The COVID-19 pandemic has hit the whole world hard, albeit at different times and
in different ways. In the field of study of this thesis, it has been noted how many
cities have reacted, but according to their respective possibilities and needs (Fig. 2).

Some of the cities that have most experienced an increase in cycling mobility
[12–15].

The available data are not abundant, and largely focus on cycling, almost
completely neglecting walking. However, it can be said that all measures have
worked, often beyond the best expectations. Theyworked both in themost emergency
period and when the lockdown was eased. The citizens’ response was immediate
and continued over time. It can therefore be said that the strategy implemented by
all cities, of exploiting the response to the epidemic to solve the mobility problems
prior to it, has been a success.

The full assessment of how mobility has changed will only be possible when
the virus is eradicated and the health situation is back to normal, but the numbers
available so far show that sustainable mobility has taken a leap forward decades.

Fig. 2 Bike trips growth in 2020 compared to 2019 in some of the city observed during the study
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6.1 A Diversified Transport System

An element of strong reflection is given by the importance of having a diversified
mobility system, so that the emergency response is effective. In fact, the best response
occurred in Spain and Central Europe, that is, in those contexts where transport
choices weremore evenly distributed betweenmotorized transport, cycling, walking,
and public transport. In fact, it was not necessary to build new infrastructures or
upgrade existing ones, because in the absence of saturated alternatives, the systemhas
an internal compensation capacity that is automatically activated with the different
choices of citizens, allowing the emergency to be overcomewithout serious problems.
Proof of this is the fact that in cities that did not present this balance, citizens began
to change modes of transport before the measures discussed during the thesis were
implemented, automatically recognizing in the movement a strategic need.

In planning urban mobility, public transport has probably been taken too much
into consideration, which has always proved insufficient despite continuous improve-
ments. Individual soft mobility is therefore inserted as an alternative to partially
satisfy the demand for transport and as a need to avoid that the transport system is
too fragile because focused solely on a solution. In the future, however, the same
mistake must not be made, by neglecting collective transport in favor of individual
transport: In order that urban transport to be efficient in periods of normality and
ready to change in an emergency, it must be diversified and balanced.

6.2 Example for the Future

As the epidemic has affected the whole world, a huge number of cities have found
themselves facing the same problems. The contexts dealt with here were the most
disparate, from medium-sized European cities to megalopolises in South America.
The construction methods were the most diverse and original, even when it was
a question of similar measures. The requests for transport that were wanted to be
satisfied were different, from that of the neighborhood to the commuters of medium-
long distance.

We have seen that there are no universal solutions. Each city has an articulated,
integrated, and detailed mobility system to such an extent that a schematic and
functional answer cannot be found for each case. It is up to the planner’s experience to
be thoroughly familiar with the mobility of the city and to take appropriate measures.
One of the reasons for the success of themeasures was precisely to have implemented
measures that had already been planned and therefore were already inserted in the
city context.

Therefore, those who want to intervene in a similar way in the future will have
to go and see what has been done in the same context in which they are operating.
As shown throughout this work, the greatest similarities in context, morphology,
mobility problems, and citizen habits are found in the national context. Looking at the
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nearby cities and copying what has been done and has proved successful (obviously
adapting it to the case) is probably the best way to follow for all those cities that have
not used the months of confinement to solve their previous mobility problems. The
cases studied in this work, starting from the huge global mobility laboratory that was
created with the epidemic, can precisely provide guidelines precisely because this is
the approach we wanted to give.

6.3 The Trigger Problem

However, for the cities that want to take this path in the future, there is a big pitfall:
the emergency context that triggered the explosion of individual sustainable mobility
in 2020 and 2021 will be lacking (hopefully). The situation is very similar to that
of the 1973 energy crisis in Amsterdam [16]. The city had congestion and security
problems that it had not been able to solve for years despite being more than evident
andmuch debated. Protected bicycle and cycle paths allowedmobility in emergencies
and, when oil prices were lowered, they continued to be a very popular transport
alternative.

Referring to the present, the case of Dunkerque is emblematic: having established
the “30 zones” throughout the city has not increased cycling mobility for two years.
During the epidemic, on the other hand, research on health safety increased bicycle
trips, which, however, did not decrease when infections drastically decreased.

To change mobility with existences comparable to those measured during the
epidemic, another push will therefore be needed, which represents a strong discon-
tinuity. A solution could be represented by large economic incentives that make the
use of bicycles, electric scooters, andmobility in general extremely advantageous for
an initial period compared to other alternatives, going into direct competition with
the mode that is most unbalanced in the respective context. For example, in a city
where the car is the most used vehicle, a bike-sharing service could be provided at a
very low cost.

The investment can be expensive, but still limited in time. As demonstrated by
both crises, oil and health, the problem of users about soft mobility is mainly of a
prejudicial nature. When it is possible to make this alternative perceive as real, users
continue to benefit from it extensively even when the conditions that led them to
change have ceased to exist.

6.4 Tactical Urbanism

A decisive factor for the success of all these experiences was the pop-up form with
which they were implemented, which fall within the concept of tactical urbanism.
This form of planning has in fact the best features to respond to the emergency
according to the will of the administrations. Building the infrastructures in a flexible,
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rapid, and economical way was fundamental in the initial phase, when an immediate
solution had to be found to the new mobility needs. Furthermore, in the long run, it
is a low-cost form of experimentation that lends itself easily to improvements and
can be made permanent later. Administrations can thus decide to invest the much
larger sums necessary for permanent infrastructures when they are now sure of their
necessity and effectiveness [17].

Further help to the planner is given by the spread of digitization: the immediacy
with which each user, thanks to digital devices, can report defects on special portals
allows to immediately highlight many critical issues, which precisely with pop-up
infrastructures can be resolved quickly simply.

The opportunities provided by tactical urbanism are therefore very vast, and it
is likely that this way of thinking and acting will be increasingly widespread in the
future.

6.5 Accidental Safety

The analysis of themeasures introduced allows to find a commondenominatorwhich,
as evidenced in practically all the cases handled, was decisive: the accidental safety
of the movement. In fact, if health safety was the decisive factor in the change of
modality during the epidemic, the lack of intrinsic safety in the promiscuity of soft
and motorized mobility was the basis of the lack of attention that users reserved for
it. Accidental safety was sought through two different principles, depending on the
types of movements that were wanted to be protected. For short trips, the solution
identified was the integration of spaces. Since micro-mobility is not by its nature
flexible, no dedicated infrastructures have been built, but the existing spaces have
been redistributed andweakusers havebeenprotectedwith restrictions on circulation.
It is in this direction that initiatives such as the widening of sidewalks, shared streets
with speed limitations, and filtering of users who can travel the streets have gone.
They are therefore measures that have been introduced in residential districts and
historic centers.

However, to make long journeys safe, integration does not work. Segregation
was required through the construction of infrastructures dedicated to soft mobility,
practically everywhere in the pop-up form. In fact, the demand they must serve is
very high and develops right on the road axes with the highest and busiest speeds,
making the mixed location impracticable.

The construction of cycle paths in South America deserves a separate comment:
having a transport infrastructure available even in the case of catastrophic earthquakes
that, unfortunately, periodically hit that part of the world proves to be decisive in an
urban environment to allow rescue in first few hours after the shock.



70 D. Suraci

6.6 Future Developments

The work described here can be a starting point for deepening the topics covered.
Three fields of interest are identified.

The first is the refining of the work itself when more statistical studies on soft
mobility will be carried out during the epidemic and when, hopefully soon, the
pandemic will be over and the long-term effects of the measures introduced can
be assessed. In particular, the major limitation of the work done is the lack of
data regarding the pedestrian mode. Helping the development of this modality was
certainly not the first goal of the administrations, probably trusting that the change
would happen automatically. This is probably why we have not even focused on
monitoring the phenomenon.

The second concerns the safety of the measures introduced. We must go and
study how mortality and accident rates changed during the epidemic to resolve any
problems not identified by the designers as soon as possible. In general, it has been
seen that in 2020, they have increased considerably compared to 2019. However, it
is not yet possible to make an accurate study of the problem. First of all, because
the data on the increase in soft mobility are still partial and therefore no compar-
ison can be made between the increase in users and that of accidents: the mobility
situation on the streets during the lockdown is absolutely unique. Secondly, because
the measures introduced, even if they share the same aims, have such a constructive
variety that they cannot be schematized in a single pattern. Therefore, a dedicated
study is needed which analyzes what happened on a case-by-case basis, highlighting
critical situations.

Finally, it is considered necessary to study a remodeling of the models that repre-
sent the transport supply and demand system of a city. The epidemic highlighted
how the classic service-level attributes with which the generalized cost of the trip
and the usefulness perceived by the user are defined (monetary cost, duration—and
uncertainty of duration—of the trip, travel comfort, risk of accident), take on consid-
erably less weight during an epidemic. The health risk, which until now had not been
considered among the attributes, in this situation becomes a fundamental parameter
that probably assumes the greatest weight of all. In particular, it would be inter-
esting to highlight the difference between the level of health service actually offered
by collective transport and the perceived level of users. For example, the authorities
have established thresholds for the capacity of the vehicles belowwhich it is believed
there is safety from contagion. But public transport almost never reached the capacity
limit that had been declared, because users still considered them dangerous.
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Chapter 6
Integration of Indoor Air Quality
Concerns in Educational Community
Through Collaborative Framework
of Campus Bizia Laboratory
of the University of the Basque Country
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Abstract Nowadays, indoor air quality (IAQ) of occupied spaces has become a
major concern for many stakeholders due to the current health situation caused by
the COVID-19 pandemic. This problem is even more pressing in the educational
context due to the high density of occupation, reduced distance between students,
scarce awareness, coexistence ofmultiplemechanical and natural ventilation systems
and the lack of training of users on the use of the building. These reasons, along with
the difficulties in recommending a simple, clear criterion of action, generate the need
to offer guidance on hands-on, effective improvement and prevention measures for
lecturers, staff and students. In this sense, this chapter aims to analyse the evolution
of indoor air quality (IAQ) of several educational facilities in the Gipuzkoa Campus
of the University of the Basque Country (UPV/EHU). This study examines IAQ in
several types of classrooms and officeswith different characteristics in order to assess
the performance of each one of them. To do this, based on amonitoring campaign, this
research used CO2 concentration as a key indicator of air quality that defines ventila-
tion needs and displayed real-time information to occupants. Results have shown the
clear effect that the visualisation of the data has on the users. It can be concluded that
the information-based decision-making achieved through the employment of moni-
toring panels could provide an effective and easy-to-use solution to achieve IAQ
goals. The research is also framed within the Campus Bizia Laboratory program
where the collaborative process between academic staff, service and administrative
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staff and students in order to respond to sustainability challengeswithin the university
itself.

Keywords COVID-19 · Ventilation · Indoor air quality · Infectious risk
assessment · Data-informed risk prevention · School · IoT (Internet of Things)

1 Objective of the Study

Education for Sustainable Development (ESD), Sustainable Education, and Educa-
tion for Sustainability (EIS) are different names for a single objective: to rethink
education, its purposes, methodologies and content. ESD is based on transforma-
tive learning and empowers people to acquire knowledge, skills, values and attitudes
in order to enable them to contribute to a more sustainable future. In this way,
the UPV/EHU encourages experiential learning and collaboration to learn about
sustainability by practicing and sharing from different knowledge areas, in order
for the teaching–learning environment of the UPV/EHU to foster crucial reflection
and an integral vision of future scenarios, along with other skills needed to generate
a change in thought and in real practice for sustainability. For that, the university
created a program named Campus Bizia Laboratory (CBL) that serves as a tool to
promote progress in sustainability in the university itself through the collaboration of
teaching and research staff, administration and services staff and students who carry
out end-of-degree projects andmaster’s theses of different disciplines and knowledge
in innovative projects that use the campus as a laboratory in order to respond to the
sustainability challenges of the university itself.

Considering on the one hand this new and innovative educational approach and on
the other hand the sanitary situation we are facing, through this research, the authors
show the works that are being developed in the field of indoor air quality control in
educational spaces of the University of the Basque Country.

2 State of the Art

In Europe, 17% of non-residential buildings are educational [1]. According to the
census of theCadastre inSpain (excluding theBasqueCountry andNavarre), there are
51,349 cultural buildings [2], among which the majority are educational buildings.
Many educational buildings are older than the entry into force of the current regula-
tions (In Spain, between 90 and 95% of educational buildings were built before the
Technical Building Code of 2006, which promoted effective requirements on venti-
lation, air quality and indoor comfort. Some 60% of these centres were built before
any related regulations existed, before 1980). From the recently issued Strategy for
EnergyRehabilitation in the Spanish Building Sector [3], the lack of controlled venti-
lation in these buildings is evident. In the Basque Country, there are 1209 primary
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and secondary education buildings (600 in Bizkaia, 426 in Gipuzkoa and 183 in
Alava) [4]. As for the university sphere, the University of the Basque Country alone
has 32 schools and faculties distributed in different parts of the territory. In short, this
means that these buildings are generally not equipped with mechanical ventilation
systems, i.e., they manage IAQ by means of traditional natural ventilation, windows
to the outside or courtyards. This has a few important effects:

– Indoor air quality is not always adequate. Current national regulations require,
for school buildings, a fresh air flow rate of 12.5 litres/second per occupant, high
values that cannot always be guaranteed with natural ventilation with a more
irregular operation of windows and dependent on the user’s behaviour [5].

– Natural ventilation often implies considerable energy losses.
– Insufficient air renewal has proven implications for student learning and work

performance in general.
– Poor IAQ encourages the development of airborne diseases.

The standard solution to achieve the current legislative performance standards
is the installation of mechanical ventilation systems in old buildings. This measure
should logically follow the improvement of both building envelope and airtightness.
However, the spatial requirements and the cost of implementation mean that such
interventions are not always feasible.

As a result, good training in the use of natural ventilation (opening and closing
windows and doors) is essential to achieve adequate air renewal rates and therefore
proper IAQ.The current situation causedby theCOVID-19pandemichas accentuated
this problem, as it is considered that adequate ventilation of teaching spaces may be
the best way to prevent infection of students and teachers. The goals of this project
are:

– To assess the capacity of natural ventilation systems in university spaces;
– To evaluate the impact of the implementation of real-time monitoring data with

the use of screens and calibrate user response;
– To generate a culture of good practices among students, teachers and staff

regarding ventilation of shared spaces;
– To determine whether it is necessary or not to make future investments in

mechanical ventilation equipment under a scientific logic;
– To generate amethodology that allows for the replicability of the decision-making

in all university spaces with natural ventilation or of insufficient air quality;
– To promote, in short, an improvement in the health conditions of the workspaces

of all the groups present in the university and build healthy habits regarding IAQ
in the UPV/EHU community.

Our initiative seeks to position all users of university spaces as active players in
improving the health of their workplace and to provoke their learning supported by
the information generated in the implemented IAQ monitoring system.
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3 IAQ in Schools and College Campuses

In Europe, numerous studies assess indoor air quality in naturally ventilated build-
ings [6–8]. Generally, they report CO2 concentration values, and the levels of reno-
vation (ACH) achieved by acting on ventilation are evaluated. In Spain, a relevant
monitoring study of 36 schools throughout the country during one school year [9]
concluded that if hygrothermal comfort alone was considered (ambient temperature
and relative humidity), only 68.06% of the time the classrooms were in comfortable
conditions. The results for CO2 levels (ppm) showed that only 32.40% of the time
acceptable levels of CO2 are available. Overlaying both data, it concludes that only
16.16% of the time the schools are in use, there are adequate comfort conditions. In
the Atlantic coastal climate, where the campus of UPV/EHU is located, this study
concludes from the monitored data that the hygrothermal comfort in the classrooms
is satisfactory 74.93% of the time, but CO2 levels (ppm) are only acceptable 27.27%
of the occupied time. In the Basque Country, a study carried out in six schools in Bajo
Nervión with different outdoor air qualities showed a poor indoor air quality overall,
with all the studied classrooms exceeding the recommended values of 800 ppm CO2

[10].

3.1 Relationship Between CO2 Concentration
and COVID-19. Prevention Protocols

CO2 is co-exhaled with aerosols containing SARS-CoV-2 particles by COVID-19
infected people and can be used as a proxy of SARS-CoV-2 concentrations indoors.
Scientific studies confirm that aerosols are one of the routes of transmission of SARS-
CoV-2, so the possibility of airborne transmission increases in high-occupancy indoor
spaces such as classrooms. Therefore, international protocols and guidelines have
established the requirement for educational buildings to be overventilated with an
outdoor fresh air supply [11–18] using natural or mechanical ventilation as a means
of maintaining low risk rates for airborne virus transmission. In the case of natural
ventilation, different ventilation procedures have been studied. Depending on the
CO2 values reached in ppm, the efficacy of the different systems can be measured.

In a first stage (September 2020), the UPV/EHU established a provisional venti-
lation protocol based on intermittent ventilation. Thus, a 10-min period of open
windowswasmandatory every 20min during lectures. Itwas later found that for inter-
mittent ventilation schedules, CO2 concentration increased rapidly after the windows
were closed again, so the SpanishMinistry of Health recommended in February 2021
to keep doors and windows constantly open as the most effective measure to prevent
airborne COVID-19 transmission [19].

This recommendation conflicts with hygrothermal comfort in classrooms, espe-
cially during cold days. Other factors that have hindered the implementation of
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Fig. 1 Left, number ofCOVID-19 cases detected in theUPV/EHUonaweekly basis sinceFebruary
2021. Right, weekly cumulative incidence of COVID-19 per 100,000 inhabitants detected in the
UPV/EHU on a weekly basis since February 2021 compared to the Basque Country, Spain and
Germany. Source UPV/EHU Monitoring Committee and the Spanish Ministry of Health

continuous ventilation protocols have been outside noise, the need to darken class-
rooms for teaching and in some cases the absence of good natural ventilation poten-
tial in some teaching spaces (lack of operable windows, suboptimal layouts for
cross-ventilation, etc.).

However, it is not easy to establish a direct relationship of contagion within the
classroom and IAQ. In the case of the UPV/EHU, in May 2021, teacher and student
unions reported 1750COVID-19 cases out of a total of 41,389 users (34,000 students,
5496 teachers and 1893 workers). A surveillance committee reports every 15 days
on the cases detected [20]. The week of 12–18 April, for example, 81 new positive
cases were reported (71 students, 9 teachers and 1 administrative staff), but no further
information is given on the sites of infection. The evolution of the cases detected at
the university shows that the different groups are affected in a similar way (Fig. 1,
left).

It can be seen that the cumulative incidence per 100,000 inhabitants detected each
week in the UPV/EHU is below the average for Spain and the Basque Country and
even below that reported by Germany (Fig. 1, right).

3.2 Characterisation of UPV/EHU Buildings

The University of the Basque Country is made up of different faculties and schools
mainly concentrated in three campuses: Leioa in Bizkaia, Donostia-San Sebastian in
Gipuzkoa and Vitoria-Gasteiz in Araba. These buildings correspond to very different
building periods, from the beginning of the twentieth century to the most modern
ones (Fig. 2).

Natural ventilation is predominant in all campuses except for the most modern
buildings, which are equipped with mechanical ventilation systems. In general, this
type of equipment was only retrofitted in older buildings in auditoriums and libraries,
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Fig. 2 Campus of the UPV/EHU in Gipuzkoa with the School of Architecture and a sample of
different buildings of the UPV/EHU campuses. Source UPV/EHU

which due to their characteristics did not have natural ventilation. In these spaces,
ventilation is associated with the HVAC system.

3.3 Campus Bizia Laboratory (CBL) Research Initiative

This research project is framed within the 2020–2021 call of the vice-rectorate
for Innovation, Social Commitment and Cultural Action under the coordination of
the Directorate of Sustainability under the title of Campus Bizia Laboratory. CBL
consists of a research and action process that aims to develop a high-impact practice
among students (transdisciplinary learning based on challenges related to sustain-
ability) inwhich teaching staff acts as researchers of their own practice. This program
has a curricular nature and is being implemented through the students’ final degree
and final master’s theses. The objectives are:

– To create a transdisciplinary community that works cooperatively in the resolution
of challenges and problems of unsustainability that are detected on the UPV/EHU
campuses themselves;

– To design, develop and evaluate a working device that allows to successfully carry
out high-impact learning processes linked to sustainability within the UPV/EHU
campuses;

– To articulate and make visible an institutional CBL project that, in stages, extends
its scope of action to all UPV/EHU degrees and generates multilevel sustainable
practices.

4 Methodology

The methodology carried out during the project consisted of the development of
certain actions and organisation of work, which are mainly reflected in the following
items:
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4.1 Management and Teacher-Student Coordination
for Autonomous Work

The first step consists on orienting the student on the subject to be addressed. For
this purpose, it was proposed to establish a series of driving questions that would
allow the student to progress in a structured and methodical way during the learning
process. In addition, this allows the student to achieve a significant understanding
of the concepts, principles and practices of the subject to be addressed. To this end,
the following questions were proposed: What is the purpose of the project and why
are we analysing it? What is the framework of the project? How can I achieve the
objectives of the project? What are the methods or tools that will enable the work
to be carried out? Is there any previous experience on the subject or similar work?
This allows the student’s interest to be maintained throughout the learning process;
thanks to the fact that they are working on the search for a solution to a real and
current problem. For the development of the driving questions, we have taken into
consideration attitudes such as: being proactive to motivate the student, inviting to
analyse an attractive topic for the student, presenting a challenge and promoting
discussion and debate on the same topic.

4.2 Involvement of Other Staff (General Student Body,
Teaching Staff and Administrative and Service Staff)

This involves the necessary actions to involve the university community in the project.
The idea of the project and of CBL is to take the campus as a laboratory in which
to carry out the proposed research. For this reason, on the one hand, two centres
of the Gipuzkoa Campus of the UPV/EHU were chosen, the Gipuzkoa School of
Engineering and the School of Architecture. The choice of both case studies is due
to the fact that the study will make it possible to analyse the effect and the differences
obtained in the IAQ of two buildings with different ventilation systems. The first one
having mechanical ventilation systems and the second relying on natural ventilation
only.

Next, in order to involve the staff, a series of direct contacts were made with the
personnel involved. In the classroomswhere the lectures are taught, the students were
informed by the teachers involved in the project, guiding them on the measures to be
adopted for the correct ventilation of the spaces. Based on the information collected
by the monitoring systems, students can make decisions based on the collected data
and analyse the effect of their interaction with respect to the indoor conditions of the
spaces.

In relation to the administrative and service staff, meetings were organised with
the staff responsible for the operation and maintenance of the building in order
to present the project and analyse their involvement. In this sense, the first group,
along with the students, is participating in the monitoring of the spaces where they
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Fig. 3 Example of a classroom used in the experiment. Classroom 1.1, School of Architecture. The
blue arrows indicate the natural ventilation flows. On the right, access doors open during a lecture

carry out their activities in order to follow up the IAQ conditions. The second group
participated in the installation of screens at the classrooms in order to inform about
the IAQ conditions of the different parameters that are being analysed and thus be
able to offer a global vision of the project as a whole.

4.3 Case Study Selection

The cases analysed cover several classrooms and administrative spaces of the School
of Architecture of the UPV/EHU, inaugurated in 1992 and built with brick facades
with an intermediate air chamber. The windows were improved in a recent refurbish-
ment and it only has mechanical ventilation in the basement, conference room and
drawing room on the top floor (former library). As a sample, the floor plan of one of
the classrooms selected for the experiment is shown. It is a 160 m2 classroom with a
capacity reduced to 50% of 65 students. It has natural ventilation through windows
and doors that open onto large common atriums of the school that facilitate proper
cross-ventilation (Fig. 3). The windows are large and allow for proper ventilation
when fully opened. The classroom is darkened by interior curtains. The rest of the
spaces analysed have similar characteristics.

4.4 Methods and Tools

Based on previous experiences [21–23], two monitoring campaigns were deployed
at the same time. The first of them has made it possible to use the campus itself as a
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Fig. 4 Commercial monitoring system based on RTR-576. Connection diagram to the network and
sending data to the server for control and management. Source T&D Corporation

laboratory where the proposed analysis can be implemented, specifically in interior
spaces of the School of Architecture and the Faculty of Engineering of Gipuzkoa.

Regarding the monitoring systems, the T&D RTR-576 device has been used
for the measurement of CO2 concentration, temperature and relative humidity. The
system consists of a CO2, temperature and relative humidity sensor (RTR-576) and a
receiver connected via theUniversity’sLANnetwork (RTR-500). T&D’sFTP service
allows remote data visualisation, as well as data downloading and alert programming
(Fig. 4).

In parallel, also a novel approach was implemented based on open-source plat-
forms (OSP) and the Internet of Things (IoT) aiming to offer alternative and low-cost
monitoring systems. The aim is to compare both commercial and OSP systems and
verify the suitability of the latter for future deployments in other buildings of the
campus. Both systems allow not only the data recording and storing, but also remote
reading of the monitored values in order to be shown to users being this last charac-
teristic the most important for the object of this study. In addition, magnetic switch
sensors have been implemented for detecting the opening status of windows. Greater
use of windows has a direct effect on ventilation, so these sensors will allow us to
analyse and verify the effect of users on the IAQ of the spaces and therefore the
reduction of the risk of COVID-19 infection.

For the visualisation of the data, a screen connected to the Internet has been set
up using either the commercial platform of T&D Corporation or the company’s own
platform (see Fig. 5).

The displays have been arranged in a way that is visible to the greatest number
of users in order to trigger effective action on natural ventilation based on the data
displayed and associated with an informative legend on how to act on the ventilation
based on the CO2 concentration (Fig. 6).
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Fig. 5 Calibration of display screens, installation and programming of the monitoring equipment

Fig. 6 Display of data on the screen and legend and instructions poster of the actions to be taken
with the ventilation according to the measured CO2 concentration

Regarding the alternative open-source IoT monitoring system, its development is
based on previous work carried out in the field of building monitoring [24–26]. This
methodology is based on the implementation of open software and hardware such
as Arduino and Raspberry Pi that allows for the acquisition, storage, management
and visualisation of the environmental variables of interest. In this project, one of the
cornerstones was the deployment of a LoRaWAN network on the university campus
that offers a long-range and low-power IoT network infrastructure for sending the
data collected by the measurement nodes (Fig. 7).

Subsequently, the data is collected on the Raspberry server, being incorporated
into a TSDB-type database, specifically InfluxDB, to finally be represented on a
dashboard through Grafana. Access to said panel is done through a Web browser by
entering the IP address of the server and offering direct visualisation of the generated
panel in order to be able to track themeasurementsmade on indoor air quality (Fig. 8).

The main highlights of the open-source monitoring system are:

– Cost-effective and open-source system to allow mass deployment solution;
– Based on an IoT technology to allow RTD;
– Wireless communication technology to avoid disturbance to the property;
– Use of an independent network so as not to depend on the existence or not of a

connection on the site;
– Employ a separate power supply to avoid relying on site electrical supply;
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Fig. 7 Deployed open- source IoT monitoring system in the Campus of Gipuzkoa of the Univer-
sity of the Basque Country (UPV/EHU). Left, monitoring nodes and server. Right, deployed IoT
LoRaWAN gateway

Fig. 8 Designed dashboard for RTD visualisation

– Data ownership and independence;
– Lower cost.

5 Results

The effect of the availability of information in classrooms is assessed by studying air
quality during two school weeks from Monday to Friday with samples every 5 min.
The IAQ is controlled using CO2 concentration as a proxy. For schools, the Spanish
RITE standard sets an IDA 2 requirement, allowing a maximum CO2 concentration
of 900 ppm. Lectures run from 8:00 am to 8:00 pm with breaks from approximately
2:30 pm to 3:00 pm. The analysis of a classroom with a somewhat lower natural
ventilation capacity than others monitored in which a generally better IAQ has been
recorded is shown in Fig. 9.
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Fig. 9 Monitoring results for classroom 1.1 during the week 30/11/2020 to 06/12/2020

In the first week, from 30 November to 4 December 2020, no real-time data is
available for classroom users. It was a cold week outside (8–13 °C), and the heating
was partially out of order and working at 30% of its full power. The evolution of
indoor and outdoor temperatures and relative humidity is also shown.

The maximum values occur at the peak times of the morning or evening classes.
On Monday 30 December, for example, the peak CO2 concentration occurs at
12:30 am (2738 ppm), on Tuesday at 5:40 pm (1759 ppm), on Wednesday at 11:10
am (1132 ppm), on Thursday at 4:20 pm (1135 ppm) and on Friday at 1:00 pm
(1282 ppm). During the week, air quality remains within the standard’s limits
(<900 ppm) 75% of the occupied hours.

The second week analysed runs from 26 April to 2 January 2021. In this case, the
classroom users have live data available on the screens installed. It is a warm week
outside (12–17 °C). In this case, the heating is running at full power. It can be seen
that the maximum values of CO2 concentration have been considerably reduced (see
Fig. 10).

Fig. 10 Monitoring results for classroom 1.1 during 26/04/2021 to 02/05/2021
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On Monday 26 April, there is a peak CO2 concentration at 15:40 h (742 ppm), on
Tuesday at 16:40 h (1339 ppm), on Wednesday at 13:500 h (448 ppm), on Thursday
at 13:50 h (450 ppm) and on Friday at 13:50 h (449 ppm). During the week, air
quality remains within the standard (<900 ppm) 98% of the time, marked with the
IDA 2 limits.

The peak observed on Tuesday at 16:40 h, which occurs on Tuesday afternoon
during a class with high occupancy and group work, is noteworthy. The remote
visualisation of the data by the school staff enabled the teacher and students to be
alerted. CO2 values could be quickly lowered in less than 10 min by fully opening
doors and windows. Similar effects are produced in the other spaces used as case
studies over the 30 weeks of the 2020/2021 academic year.

In terms of thermal comfort, the more precise management of natural ventilation
logically allows for greater energy savings by being able to carry out more precise
ventilation only at times when the regulatory CO2 concentration values are exceeded.
However, as strict permanent ventilation protocols are in place, it is difficult to assess
the overall ventilation system in termsof its energy effects. In the comparisonbetween
the two mentioned weeks, thermal comfort is assessed by plotting temperature and
relative humidity pairs in the week of 30th of November. It can be seen that during
school hours from Monday to Friday (in colour) it is difficult to reach the comfort
ranges of the EN 7730 standard [27] and national regulations (RITE [5] and INSHT
[28]). The same thing occurs during unoccupied hours and at the weekend (in black
in the graph). The effect is amplified by the poor functioning of the heating system.
The maximum temperature reached during school hours is 22.0 °C with a minimum
of 16.2 °C. The RH ranges between 30 and 57% (see Fig. 11).

In the week of 26 April, we see the effect of warmer outdoor temperatures and
the full operation of the heating system. In this case, we can see that almost all
school hours are within a reasonable comfort range in all the models. The maximum
temperature reached during school hours is 25.5 °C with a minimum of 19.3 °C. The
RH ranges between 40 and 56% (see Fig. 12).

It is important to note that the actual perceived comfort must be lower as the
windows are open and cold draughts from outside increase local discomfort.

6 Discussion and Conclusions

The results obtained show a logical evolution of CO2 concentration throughout the
duration of the classes. CO2 concentration peaks are produced in the start of the
morning lectures (9:00 am) and evening classes (4:00 pm). The target set is that
established by the national regulation RITE IDA2 (CO2 level < 900 ppm). Permanent
ventilation can lower these values in most of the cases or keep them stable. The large
volume of the studied spaces allows for a better dissolution of CO2. The display of
real-time monitoring data to users allows for a better, more rational use of natural
ventilation, allowing a better compromise between IAQ and thermal comfort and
reducing unnecessary energy losses. This is a first step towards the implementation
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Fig. 11 Thermal comfort monitoring results in classroom 1.1, 30/11/2020 to 06/12/2020 according
to EN 7730, RITE y INSHT standards

Fig. 12 Thermal comfortmonitoring results for classroom1.1, 26/04/2021 to 02/05/2021 according
to EN 7730, RITE y INSHT standards
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of hybrid ventilation systems with a greater or lesser degree of mechanisation and
automation in an IoT environment.
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Chapter 7
An Overview of Methods for Control
and Estimation of Capacity in COVID-19
Pandemic from Point Cloud and Imagery
Data

Jesús Balado , Lucía Díaz-Vilariño , Elena González ,
and Antonio Fernández

Abstract The main actions to control the COVID-19 pandemic and prevent the
spread of the virus have focused on population control and social distancing. Over
the years, many applications of sensing technologies have shown their effectiveness
in solving problems related to the acquisition, identification and modelling of the
environment, although not always from a human-centred approach. This chapter
compiles sensing techniques from point cloud and imagery data related to population
control and estimation of the capacity: people counting, biometric identification,
monitoring of activities, distance measurement and 3Dmodelling. The current state-
of-the-art techniques and the most common algorithms are summarized. Finally, the
advantages and disadvantages of point cloud data and imagery are discussed, as well
as the current trends of the predominant technology in each field.

Keywords LiDAR · Human detection · 3D modelling · Photogrammetry · Pose
estimation · Biometric identification

1 Introduction

The world is currently facing an unprecedented situation owing to the coronavirus
pandemic (COVID-19). The pandemic has impacted all aspects of life, and this
impact has been more pronounced in cities, where most people live. Indeed, it is
estimated that 55% of the world’s population currently lives in cities, and cities just
represent 3% of Earth’s area [1].

Many cities are in the process of transition to become ‘smart cities’mainly through
smart solutions in waste management, traffic and public transport. But even these
cities have been unable to implement similar solutions to effectively deal with the
pandemic. Social or physical distance is one of the aspects that have been proved
to reduce the spread of coronavirus disease. This requirement has been imposed
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by governments through rules, plans and protocols, adopting different measures
according to the cultural criteria of each country.However, controlling social distance
is being difficult and mostly depends on the surveillance of people responsible for
public spaces.

Measured data from remote sensing techniques is becoming increasingly popular
for realistic planning by optimizing variables such as the number of people, time
and space, and it offers an insight into the automatic control of social distance,
capacity estimation and crowd simulation. The use of cameras and laser scanners for
mapping the real environment is consolidated, but the effectiveness of those systems
depends on the success of processing the captured data to extract useful information
for the applications they intend. Over the last decade, much effort has been devoted
to applications such as infrastructure monitoring [2], indoor modelling [3] and face
recognition [4].

This work offers a general perspective of the potential use of remote sensing
techniques in the context of the COVID-19 pandemic, both in indoor and outdoor
environments. This study discusses recent methods dealing with automatic point
cloud and imagery data processing with a special emphasis on their use in applica-
tions aimed at tackling the pandemic, such us social distance control and capacity
control/estimation. The strengths and weaknesses of each method and data source,
as well as their principles of operation, are briefly explained.

2 Imagery Data

Due to the COVID-19 pandemic, governments try to implement tools to accurately
monitor the occupancy of public spaces as well as compliance with social distance.
Computer vision is one of themost promising technologies to achieve that endeavour.
Thewidespread availability of imagery data togetherwith recent advances inmachine
learning makes computer vision an ideal candidate to implement those tasks and are
likely to be the underlying reason why research on those topics has experienced a
new impetus in the last few months.

Image processing methods do not make a clear distinction between indoor and
outdoor application. Although the spread of the virus may be significantly different
in these two environments [5], regulations in certain countries do not always make
such a distinction and often extend indoor amendments to outdoor applications when
crowds of people are present, so image processing methods must be applicable to
both environments.

2.1 People Counting

Understanding and monitoring crowd behaviour have been a challenge for security
agencies across the world. Thus, a huge research effort has gone into finding a proper
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solution to such a problem. People counting/density estimation is one of the major
subfields of crowd analysis and monitoring. This task can be accomplished on still
images or video sequences in both outdoor and indoor environments. People counting
can be approached through three different strategies, namely detection, clustering and
regression, each of them having its pros and cons [6]. The current trend is to replace
handcrafted image features such as Histograms of Oriented Gradients (HOG), Grey-
Level Co-occurrence Matrices (GLCM), Scale-Invariant Feature Transform (SIFT)
and so on by Deep Convolutional Neural Networks (DCNN) [7], which has become
the dominant paradigm in most computer vision applications. Besides, it is worth
pointing out that several commercial systems for occupancy monitoring have come
onto the market [8–10].

2.2 Biometric Identification

Identifying people from imagery data is one of the most successful application fields
of computer vision. There are different biometric modalities, which can be classified
into physiological and behavioural. When it comes to occupancy monitoring, the
most important physiological modality is face recognition. In the past, Local Binary
Patterns (LBPs) were the dominant approach to facial recognition [11]. As in many
other computer vision areas, the features onwhich face recognition systems are based
have evolved over the years from handmade visual features to deep learning [12].
This also applies to the most important behavioural modality: gait recognition. The
main advantage of gait recognition over face recognition is that it does not require
observed subject attention and cooperation. Besides, gait recognition offers a great
potential for recognition of low-resolution videos [13].

2.3 Monitoring of Activities

Regarding health protocols related to COVID-19, a set of activities such as
disinfection of hands or attitude of approach to other people are treatable from images.

Activities are related to the position of the body’s limbs, trunk and head, from
which the understanding of human behaviour and the analysis of the activity are
predicted [14, 15]. Monitoring of activities is a classification and recognition task
based on a set of features extracted from image. Shape, silhouette or pose is adopted
as features, the extraction of which is difficult because the human body can adopt
multiple geometries [16].

In literature, feature extraction is usually enfaced as Human Pose Estimation
(HPE). A group of techniques estimates key points of the body for the skeleton
approach. Their invariance to clothing, lighting and background makes these tech-
niques useful and popular [17–21]. Other techniques estimate the pose by decom-
posing the human body into connected rectangular parts at different orientations [22,
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23]. Not only based on pose approaches have been proposed, but also others such
as Unstructured Feature Point [24], where glimpses, RGB data, play the role of key
points.

Human Activity Recognition (HAR), classification and recognition step, has been
reviewed by [25, 26], outlined in [27], as well as evaluated the different techniques
in [22]. In this area, there is a great variety of proposals both in classic methods,
Deep Neural Networks (DNN) and Convolutional Neural Networks (CNN).

2.4 Distance Measurement Using Images

The problem of measuring distances using images is solved from photogrammetry
[28]. Several basics must be considered. By itself, the image does not give a real
measurement; it is necessary to fix an equivalence between the number of pixels per
unit of reality, mm, cm and m. This ratio is established by associating a reference
entered in the image, which can be a rule, even an average value obtained from a set
of images [29]. Likewise, this ratio can be derived by knowing the focal length of the
camera and the distance at which it is a reference object. Images taken using low-
cost cameras and webcamsmay appear radial distortion. This phenomenon canmake
peripheral measurements erroneous. Therefore, the most reliable measurements are
those in the centre of the image.

2.5 3D Modelling from Imagery

Capacity estimation leads to the need for 3D models. In addition, these 3D models
can also be used for crowd simulation [30]. The generation of 3D models from
images is currently carried out through a combination of photogrammetry and
computer vision [31].While photogrammetry provides position and shape, computer
vision, as defined by Szeliski [32], ‘is a mathematical technique for recovering the
three-dimensional shape and appearance of objects in imagery’. To carry out this
modelling, the first phase of imaging is carried out following a careful orienta-
tion and camera calibration protocol from different angles. Subsequently, the set of
images is processed using mathematical algorithms based on epipolar geometry [33]
to generate the 3D model. As a result, capacity can be estimated. In addition, this
model can be viewed at any angle ranging from 0° to 360°. Correct visualization
is guaranteed by matching the pixel and measurement images, as well as the visual
aspects of colour and shadow.
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3 LiDAR Data

The light detection and ranging (LiDAR) technology is a method for determining
ranges by targeting an object with a laser and measuring the time for the reflected
light to return to the receiver. Through LiDAR scanning, a 3D environment can
be acquired quickly and accurately in a point cloud. Point clouds are unobstructed
3D vector data whose processing requires a neighbour search or distance search to
establish relations between points. These search processes are time-consuming and
computationally expensive.

3.1 People Detection

The literature on people detection and tracking from LiDAR data is scarce. The main
use of Terrestrial Laser Scanning (TLS) and Mobile Laser Scanning (MLS) data in
urban areas, both indoors and outdoors, is the mapping of objects and modelling
of the built environment. People are not considered as an object to be modelled,
since their existence in the scene is temporary. The few papers that detect people in
mapping-modelling consider people as a noise class rather than a target class [34].
With Airborne Laser Scanning (ALS) data, the number of points per square metre
acquired with ALS is insufficient to detect a person. Human detection with LiDAR
data focuses on the fields of autonomous driving and robotics. Low-cost LiDAR is
mounted in robots and vehicles to keep the cost of these devices as affordable as
possible. Consequently, the generated point clouds are less dense, and they have a
limited range to recognize objects and can be processed in real time.

In autonomous driving, pedestrian detection is performed in the immediate
vicinity of the vehicle to avoid collisions. In [35], different classifiers are evaluated
in the detection of pedestrians from LiDAR data, showing a difference of 30% in the
precision detection of people located up to/more than 20 m away from the vehicle.
Detection of distant pedestrians by LiDAR is hindered by the low point density
of pedestrians, which interferes with feature extraction. Pedestrian tracking is also
implemented in autonomous driving as the different pedestrian positions between
consecutive scans. The tracking is also analysed in order to ensure that the pedes-
trian’s path does not intersect with the vehicle’s path [36]. By combining pedestrian
detection, location and tracking with the detection of other built elements, such as
curbs, it is possible to know whether the pedestrian is on the road or the sidewalk
and whether the pedestrian intends to cross the street.

In robotics, there is no need to process such a large environment because the
movement speed of most support robots is much lower than in autonomous driving,
and therefore, they do not need to analyse distant data for safe interaction with the
surrounding environment. Most LiDAR applications are based on human tracking
[37, 38]. The robot is located closer to the person, so the point clouds generated
are denser, even with low-cost LiDAR, and the point clouds allow to distinguish
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people according to objects they are carrying (walkers, baggage, etc.) [39] or specific
situations, such as one person accompanying another [40].

The use of static LiDAR for human monitoring has been explored in [41], where
a fixed LiDAR is installed on a traffic light pole. The authors claim that this device
obtains accurate and real-time information on the presence, position, velocity, and
direction of pedestrians and vehicles. In [42], a platform that integrates LiDAR for
crowd control and detection in smart cities is presented. This early works on the use
of LiDAR to replace or complement cameras are attracting more and more interest,
and new datasets have been recently developed for the monitoring of people in point
clouds [43].

The process of human detection in all previous applications has common steps.
In most of them, detection is done in two steps. First, the objects are segmented and
clustered by removing the ground from the point cloud [44], and second, persons are
recognized from other objects, either through feature extraction [45] or comparison
with models [46]. Recently, with the incursion of artificial intelligence in point cloud
processing, detection is performed through 3Ddetectors directly on point clouds [47],
or through cloud-to-image transformation to apply CNNs [48]. Other more specific
techniques focus on leg detection, based on movement and geometry, although this
is mostly employed in tracking robots located near the person [49, 50].

Therefore, human detection is concentrated on a very specific low-cost LiDAR in
real-time, allowing both monitoring and tracking at distances close to the positive.

3.2 3D Modelling from LiDAR Data

One of the main uses of point clouds is for the modelling of buildings, both indoors
and outdoors, since the geometry provided by the point cloud facilitates the recog-
nition of building elements based on the point distribution in space. The generated
models are used to analyse the available space or to obtain measurements of the envi-
ronment [51], so that the capacity and the space available to accommodate people can
be calculated. Since the geometrical conditions of indoor and outdoor are different,
different LiDAR and techniques are used for acquisition and modelling.

Indoor environment has traditionally been provided with TLS devices, as TLS
allows for greater mobility and is adapted for indoor use. Recently, it is also possible
to purchase handled devices or backpacks, which allow faster acquisition at the cost
of some loss of data accuracy [52]. Indoor modelling focuses on structural elements
such as floors, ceilings, walls, and columns. These elements are easily recognizable
by their typically vertical or horizontal geometry [53, 54]. Other relevant elements
are transit or connecting elements or spaces, such as doors or windows, which allow
movement or illumination [55]. Finally, furniture is also relevant indoors, because
it occupies and defines the use of each space [56, 57]. The detection and modelling
of these elements is more complex, due to their great variety of shapes and uses. It
usually relies on neural networks for detection and classification. For a correct model
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generation, topology (relationships between elements) needs to be considered, so that
each element fits coherently with its neighbours [58].

Outdoor can be understood from an aerial or street perspective. Point clouds with
aerial perspective are obtained by ALS acquisitions and the methods used focus on
roof modelling, because there is an unequivocal relationship between the shape of
the roof and the shape of the building [59]. The most common method of building
modellingwithALS data is the recognition of the building’swatershed, or roof shape,
and projection, resulting in smooth façades [60, 61].MLS is used for themodelling of
façades over large streets, although partially occluded facades can be supplemented
with TLS or UAV data if necessary [62]. The detection and segmentation of façade
elements are conducted based on the geometric features or by applyingAI techniques,
similar to that mentioned indoors [63].

Since the movement of people occurs on the ground, one option to estimate the
capacity is through the measurement of the navigable ground. Both indoors and
outdoors, the navigable ground (floor) is the main horizontal element of the environ-
ment with little or no inclination [64]. On the ground, there are static objects that
occupy a fixed space [65]. In addition, dynamic objects acquired do not require space
on the navigable ground. The navigable ground is the one that allows the mobility of
people and is not occupied by static objects [66]. Since ground and objects are iden-
tifiable in point clouds, people can be positioned according to the ground geometry
while maintaining the social distance. This alternative to the capacity calculation
based on the space enclosed by walls or buildings is more accurate, as it considers
the geometry of the surroundings and the ground occupancy.

From the different LiDAR data sources, it is possible to measure the free space
indoors or outdoors, both in empty and furnished areas and the occupied space.

4 Discussion

4.1 Comparative Imagery and LiDAR Data for Human
Monitoring

It clearly emerges from the literature review that image-based detection and tracking
of people are much more developed than point cloud-based counterparts. This is
because imagery data for scientific use were available long before point clouds.
Moreover, computer vision has been one of the principal driving forces for the
extraordinary development of artificial intelligence. An example can be found in
the support robot shown in [67], where LiDAR is used for person tracking, but
when the interaction is needed, human poses are obtained from imagery data and
robots can follow instructions. Similarly, in autonomous driving, pedestrians can be
detected with LiDAR, but the estimation of poses and knowing pedestrian intentions
is accomplished through image processing [68]. Another example of the superiority
of imagery over LiDAR is shown in [41], where a LiDAR is installed in a traffic light
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for detection and tracking of vehicles and pedestrians. The accuracy of the equipment
is measured by taking images as ground truth. The success rate with LiDAR is 96%
for pedestrian detection and 95% for tracking. Therefore, pedestrian detection and
tracking in point clouds can be catching up with imagery data.

An advantage of LiDAR data over images is the measure of distances. If the posi-
tioning of the person in each consecutive LiDAR acquisition and the time between
acquisitions are known, the direction vectors and velocity of the person can be esti-
mated accurately and directly, without resorting to transformations and distances
extraction from the images.

Another relevant factor in the usefulness of LiDAR versus camera is the depen-
dence of atmospheric conditions and illumination. Althoughmost tests are conducted
under ideal conditions, the devices should work in any environment or situation.
The operation of LiDAR and cameras is completely different in data acquisition.
As LiDAR is an active sensor, the illumination of the scene does not influence
the point cloud acquisition, and therefore, there is no difference between night and
daytime acquisition procedures [69]. In contrast, although daytime images are of
higher quality than LiDAR data for pedestrian detection, it is not clear that detection
is better than with LiDAR in night-time images. LiDAR has limitations of operation
in environments with rain, fog or airborne dust, which produces a lot of ambient
noise and false returns [70]. Although the same problems affect images, they are not
so relevant and can be corrected [71, 72].

The question of whether LiDAR data is more suitable for detecting people than
images or vice versa remains controversial, but there is a broad consensus among
different authors that the fusion of both types of data improves the detection accuracy.
In autonomous driving, numerous studies are showing that point cloud and image-
based detection yield better hit rates when combined. LiDAR helps camera to detect
occluded objects, and camera helps LiDAR to detect wrong segmented objects [73].
There are different ways to embroider the joint use of both data: some authors choose
to paint the point cloud according to images, and others to use first one data type to
over detect people and the other data type to eliminate false positives [74–76].

Undoubtedly, the most important reason for choosing between the installation
of LiDAR or cameras is price, as long as both technologies provide good results.
Cameras are considerably cheaper than LiDAR devices, although the price varies
between models, in general, a camera can be considered two orders of magnitude
cheaper than a LiDAR. For human monitoring, where wide area coverage has to be
provided and many devices need to be installed, cameras outperform LiDAR, as the
price per monitored area is considerably lower.

The LiDAR and camera comparison for human detection is summarized in
Table 1.
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Table 1 Comparison between imagery and LiDAR data for human detection and tracking

Data type Imagery LiDAR

Main field Surveillance Autonomous driving and robotics

Algorithms Image processing and CNN Geometric processing

Quality results Very high, it can be taken as
a reference

Not as high as in images

Measurement of distances Photogrammetry and metric
units in pixels

Direct

Atmospheric conditions Limited visibility in fog and
rain

Noise introduced due to rain, fog
and dust

Illumination Passive sensor, needed of
external illumination

Active sensor, not affected by
changes in illumination

Price/coverage Low High

4.2 Comparative Imagery and LiDAR Data for 3D Modelling
and Capacity Estimation

Unlike human detection, point clouds and images are used in the same field when
the acquisition of the built environment is required. Numerous commercial software
packages are available for the generation of 3D point clouds from photogrammetric
images. LiDAR point clouds are intrinsically 3D. However, if several acquisitions
are made, each one must be registered to complete the model. The generation of the
3D mesh from images as well as registration leads to added errors in the final model,
which are more relevant in the imagery case [77, 78]. Therefore, models generated
from images have lower precision than those generated from LiDAR data.

In addition to the 3Dgeometry, each data type provides different attributes. Images
contain colour and texture information, while LiDAR provides reflectivity. This
information is useful to identify objects or to obtain a more realistic final model.
Many LiDAR devices integrate cameras to perform colour acquisitions and generate
coloured point clouds [79]. However, for gauge calculations, the measurements are
obtained from the 3D geometry, where colour and intensity are not relevant.

The lighting of the scene strongly influences the generation of a 3Dmodel from the
images. While the LiDAR can be acquired day and night, cameras for 3D modelling
require the best possible lighting conditions. However, data acquisition formodelling
is schedulable, and the best conditions can be selected for both LiDAR and camera
use [80]. The same consideration applies to weather conditions.

Finally, as mentioned in human detection, the price of the LiDAR is higher than
cameras. But in modelling, there is no need for constant fixed monitoring of the
environment, and therefore, no fixed devices need to be installed and the purchase of
a LiDAR can be amortized over the acquisition of several environments, so the price
permodelled environment decreases. Considering the above advantages of LiDAR in
precision and processing speed over imagery and the price to coverage ratio, LiDAR
seems to be a better choice than imagery when it comes to modelling.
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Table 2 Comparison between imagery and LiDAR data for 3D modelling

Data type Imagery Lidar

Attributes Colour and textures Geometry and reflectivity

Algorithms Image processing and CNN Geometric processing

Measurement of distances Photogrammetry Direct

Precision High, errors caused by
photogrammetry

Very high, errors caused by
registration

Illumination Passive sensor, needed of
external illumination

Active sensor, not affected by
changes in illumination

Price/coverage Low High

The LiDAR and camera comparison for 3D modelling has been summarized in
Table 2.

4.3 Privacy

Apart from the technological aspect, privacy is a concern of society asmassive data is
acquired. LiDAR and imagery data have completely opposite privacy considerations.
From a point cloud, it is not possible to recognize an individual, so the privacy of the
citizen is not violated. Point clouds have no colour, andmoving objects are deformed.
The opposite is the case with images where they are often used to identify people.
However, privacy is an aspect closely related to the regulations of each country, and
it is the authorities who are responsible for ensuring that the technology is used in
accordance with the regulations in force. Nowadays, it is common to see cameras
in areas of special security and crowds of people: airports, train stations, shopping
centres and main city streets.

There is a current trend to try to respect users’ privacy as far as possible. In certain
cases, such as biometric identification, this is not possible, since its objective is to
identify the person directly, either with or without their consent. In activity moni-
toring and in people counting, there is significant published research on alternative
less intrusive techniques, such as the analysis of infrared imagery to avoid facial
or personal recognition in the imagery [81] and thus potentially enhance privacy.
However, thermographic sensors tend to be more expensive and of lower resolu-
tion than conventional cameras. Another alternative is the use of Bluetooth or Wi-Fi
sensors [82] to estimate the number of people in a place or the distance between them;
however, the accuracy of these two technologies is low, and the consent of the person
to be detected is required (through the activation of sensors on their smartphone) and
also involves the detection of the person not through their face, which also constitute
sensible data from a privacy point of view.
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5 Conclusion

This paper gathers and comments on some articles that show how geospatial data can
help in the control of pandemics by monitoring people and calculating capacity. The
main conclusion that can be drawn from this work is that LiDAR and imagery data
have their pros and cons. So far, the dominant paradigm has been to use a single data
type for each particular application. Concretely, in human detection and tracking,
images are commonly preferred over LiDAR data, although it should be pointed
out that low-cost LiDAR devices with similar functionality are slowly beginning to
appear. It is also worth mentioning that—to the best of our knowledge—LiDAR-
based systems for pose detection or biometric identification have not yet been devel-
oped. Although more expensive than imaging hardware, LiDAR devices are widely
used in 3D modelling because they provide superior precision, while the imagery is
only used when LiDAR equipment is not available or colour information is required.
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Chapter 8
Modeling and Evaluating the Impact
of Social Restrictions on the Spread
of COVID-19 Using Machine Learning

Mostafa Naemi , Amin Naemi , Romina Zarrabi Ekbatani ,
Ali Ebrahimi , Thomas Schmidt , and Uffe Kock Wiil

Abstract COVID-19 has influenced different aspects of human life, such asworking
and socializing, over the past year. Authorities in different countries have imposed
various levels and forms of social restrictions to control the outbreak of this disease.
This chapter investigates the effect of social restrictions, including restrictions on
schools, workplaces, public events, gatherings, and internal and international flights,
on the control of virus spread. For this aim, three machine learningmodels, including
random forest (RF), extreme gradient boosting (XGB), and long short-term memory
neural network (LSTM), are applied to simulate the number of infected cases per
day in Denmark under different levels of restrictions. Different scenarios of social
restrictions are simulated to study the impact of decisions on social restrictions and
imposing more strict ones. The results show that LSTM has superior performance in
detecting temporal and long dependencies. Also, it is shown that school and work-
place closures are the twomost decisive restrictions, and therefore, considering more
strict restrictions on them can lead to a more significant decline in the number of
infected cases. The results of this study also provide an insight on the importance of
timely decisions by government and health authorities and quantify their effect on
virus spread, which can be very useful for managing future pandemics.
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1 Introduction

Coronavirus Disease 2019 (COVID-19) is a contagious disease induced by severe
acute respiratory syndrome coronavirus 2 (SARS-CoV-2) [1] discovered in Wuhan,
China, in December 2019. The World Health Organization (WHO) announced
COVID-19 as a global pandemic on March 11, 2020 [2]. During this period, the
rapid spread of COVID-19 has influenced various aspects of human life signifi-
cantly. For decades, quarantine has been considered as one of the oldest and most
successful techniques for controlling communicable disease spread. However, from
the citizens’ point of view, quarantine is one of the most obscure and somewhat
frightening issues in controlling the spread of a disease, which could have serious
psychological, emotional, and financial consequences for quarantined patients and
families [3, 4].

During the COVID-19 pandemic, authorities of different countries employed
various quarantine strategies at different levels to manage the spread of the virus
and minimize its impact on the economy, healthcare systems, human well-being,
etc. Several researchers have investigated the efficacy of quarantine strategies on the
containment of outbreaks and come up with different conclusions about the impact
of restrictions on the spread of COVID-19. Jia et al. stated that strict restrictions in
China such as home quarantine, travel bans, and delay in returning to work decreased
the spread of infection in the community [5]. Li et al. showed that a one-week delay
in applying restrictions would increase the number of infected people by approxi-
mately 10%. On the other hand, they estimated that with the early establishment of
restrictions by one and two weeks the number of infected people would decrease
by about 25% and 57%, respectively [6]. Moreover, Qiu and Xiao stated that by
applying lockdown in Wuhan only seven days earlier, the total number of patients
would decline by 72% [7]. Zhang et al. also concluded that social distancing and
school and festivals closings could significantly mitigate the spread of infection [8].
Even so, some studies have argued that lockdowns or some restrictions such as travel
restrictions are not highly effective in such situation [9].

Recent studies show that machine learning algorithms have performed well in
various applications, leading to higher accuracy, reliability, and scale up ability [10,
11]. As data on applied restrictions and the number of infected and dead people along
with other information about the spread of COVID-19 for a year is available from
approximately 180 countries, by using this historical data andmachine learning tech-
niques, we can simulate and evaluate the impact of different strategies employed to
control the outbreak. Moreover, we can find the correlation and relationship between
different strategies as well as complicated patterns and effects of those variables
together.

This paper therefore analyzes and models the impact of employed restrictions
on the infection spread in Denmark using machine learning techniques. The data of
eight social restrictions, including school closing, workplace closing, limitations on
public events, gathering restrictions, public transport closing, stay-at-home require-
ment, and restrictions on internal and international travels for Denmark, is used.



8 Modeling and Evaluating the Impact of Social Restrictions … 109

Three machine learning algorithms, including random forest (RF), extreme gradient
boosting (XGB), and long short-term memory neural networks (LSTM), are trained
on historical data. Denmark experienced an outbreak around end of December 2020,
so to evaluate the impact of these restrictions, different scenarios ofmore strict restric-
tions than actual ones are also simulated to investigate the importance of decisions
on the level and forms of restrictions and its timing. Comparison of the results of
simulated scenarios with historical data provides an insight about the most effec-
tive forms of restrictions and the required time for managing and control of future
pandemics.

2 Data

Data used in this study was obtained from the Oxford COVID-19 Government
Response Tracker (OxCGRT) [12]. This dataset contains the number of confirmed
cases and deaths per day for about 180 countries, along with information about
government policies related to closure and containment, health, and economic poli-
cies from January 1, 2020. It includes eight policy indicators, such as school closing
(C1), workplace closing (C2), cancelation of public events (C3), restrictions on gath-
ering size (C4), public transport closing (C5), stay-at-home requirements (C6), and
restrictions on internal (C7) and international travels (C8) (Table 1). Moreover,
this dataset contains four and seven indicators for economic and health policies,
respectively.

In this study, Denmark was chosen because of the credibility of the data and also
the government’s success in controlling the outbreakby introducingdifferent formsof
social restrictions [13]. Seven social restrictions, including school closing, workplace
closing, public events cancelation, gathering size restrictions, restrictions on public
transport, and restrictions on internal and international travels, were enforced in
Denmark (C6 was not used). Data from February 1, 2020, to January 1, 2021, was
used in this study.

3 Model Development

In this study, three machine learning algorithms, including RF, XGB, and LSTM,
were implemented. RF and XGB belong to ensemble learning algorithms, which are
among the state-of-the-art machine learning algorithms. Ensemble learning refers to
the process of constructing a model by merging several individual models to build
a model that outperforms the primary models. RF is a bagging-based algorithm that
considers homogenous weak learners such as decision trees that are trained inde-
pendently on specific subsets of data, while XGB is a boosting-based algorithm that
considers homogenous weak learners sequentially in an adaptative way. Ensemble
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Table 1 Description of data variables

ID Indicator name Type Possible values

C1 School closing Ordinal 0—no measures
1—recommend closing
2—require closing (only some levels or
categories, e.g., just high school)
3—require closing all levels

C2 Workplace closing Ordinal 0—no measures
1—recommend closing (or work from
home)
2—require closing (some sectors or
categories of workers)
3—require closing (or work from home)
for all-but-essential workplaces (e.g.,
grocery stores, doctors)

C3 Public events cancelation Ordinal 0—no measures
1—recommend cancelling
2—require cancelling

C4 Restrictions on gathering Ordinal 0—no restrictions
1—restrictions on large gatherings
(above 1000 people)
2—restrictions on gatherings between
101 and 1000 people
3—restrictions on gatherings between 11
and 100 people
4—restrictions on gatherings of 10
people or less

C5 Public transports closing Ordinal 0—no measures
1—recommend closing (or significantly
reduce volume, route, and means of
transport available)
2—require closing

C6 Stay-at-home requirements Ordinal 0—no measures
1—recommend not leaving house
2—require not leaving house with
exceptions, e.g., daily grocery shopping,
and essential trips
3—require not leaving house with
minimal exceptions

C7 Restrictions on internal travels Ordinal 0—no measures
1—recommend not to travel between
regions/cities
2—internal movement restrictions in
place

(continued)
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Table 1 (continued)

ID Indicator name Type Possible values

C8 Restrictions on international travels Ordinal 0—no restrictions
1—screening arrivals
2—quarantine arrivals from some or all
regions
3—ban arrivals from some regions
4—ban on all regions or total border
closure

learning has many benefits, including local optimal prevention, avoiding overfitting,
and eliminating the curse of dimensionality [14].

LSTM is a recurrent deep neural network architecture which has connections
for feedbacking data. Hidden layers are replaced by LSTM cells, which enable the
network to manage input flow. LSTM cells are made up of three gates, including
input gate, forget gate, and output gate [15]. Figure 1 shows a LSTM cells.

Equation 1 shows the equations of the forward pass of a LSTM unit, where w
represents the recurrent relationship between the previous and current hidden layers.
Also, U and C̃ are the weight matrix that connects the input layer to the hidden
layer and a candidate hidden state calculated from the present input and the previous
hidden state, respectively. Additionally, C denotes the unit’s internal memory that
is made up of the previous memory multiplied by the forget gate and the newly
calculated hidden state multiplied by the input gate [16].

it = σ
(
xtU

i + ht−1W
i
)

ft = σ
(
xtU

f + ht−1W
f
)

ot = σ
(
xtU

o + ht−1W
o
)

Fig. 1 LSTM cell structure
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Table 2 Predictive models hyperparameters

Models Hyperparameters

RF Number of decision trees = 50, max depth = 30

XGB Learning rate = 0.1, number of decision trees = 50

LSTM LSTM cells = 64, batch size = 14, epochs = 1000, optimizer = Adam

C̃t = tanh
(
xtU

g + ht−1W
g
)

Ct = σ
(
ft ∗ Ct−1 + it ∗ C̃t

)

ht = tanh(Ct ) ∗ ot (1)

To investigate the effect of different social restrictions on the control of virus
spread, the whole data samples were used for training and validation of models.
To do this, cross-validation on a rolling basis which is suitable for time series was
applied.

To model the selected restrictions, dummy variables were considered for each
level of every restriction individually, i.e., as we selected 24 different forms and
levels of restrictions, therefore, there were 24 dummies in our models. In addition,
as other studies and medical findings showed, the incubation period of COVID-19
is 14 days [17], and the impact of these restrictions on the number of cases appear in
the data with 14 days delay was investigated. This delay was considered in assigning
values to these dummy variables. For instance, if a restriction was applied on January
1, its corresponding dummy was set to one on January 15. The hyperparameters of
machine learning models are shown in Table 2.

4 Results and Discussion

Asmentioned in Sect. 2, COVID-19 data forDenmarkwas used in this study. Figure 2
shows the number of infected people per day in this country. As seen, the numbers
were increasing almost exponentially from the end of October 2020, and finally, on
December 9, 2020, strict restrictions were applied to control the situation. As a result,
by the end of December, the number of confirmed cases declined.

Three selected machine learning models (RF, XGB, and LSTM) were trained on
the dataset, and the performance of implemented models was evaluated using two
regression metrics, namely R-squared (R2) score and normalized mean square error
(NRMSE). Equation 2 shows the formula for these metrics.

R2 = 1 −
∑

i

(
CCi − CC

∧

i

)2

∑
i

(
CCi − CC

)2
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Fig. 2 Daily confirmed cases for Denmark

NRMSE =

√
∑

i

(
CCi−CC

∧

i

)2

T

CCmax
(2)

whereCCi andCC
∧

i are the actual confirmed cases and the predicted confirmed cases
at day i, respectively. Also, CC and CCmax are the actual average and maximum
number of confirmed cases in validation period; T denotes the validation period. It is
worth mentioning that R2 score is a number between zero and one, which indicates
how much of the variation of a time series can be modeled by the model. A model is
better at predicting a time series if its R2 score is closer to one. Models’ performance
is shown in Table 3. According to this table, the LTSM has superior performance
comparedwith the other twomodels. This is because of the better capability of LSTM
in detecting temporal and long-time dependencies.

Table 4 shows the fortnightly transition of applied social restrictions in Denmark
from the first ofOctober to the end ofDecember.According to this table, the strictness
levels of C1, C2, C3, C5, and C7 are lower than other restrictions. Therefore, four
scenarios which consider more strict levels are considered as follows:

• Scenario 1: More severe restrictions on C1 and C2, i.e., C1 = 2, and C2 = 3. In
this scenario, schools are required to close, except at some levels, such as high

Table 3 Performance of
models

Models R2 score NRMSE

RF 0.48 0.27

XGB 0.51 0.26

LSTM 0.66 0.13
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Table 4 Imposed restriction from October 1 to December 31, 2020, for Denmark

1 Oct–15 Oct 15 Oct–31
Oct

1 Nov–15
Nov

15 Nov–30
Nov

1 Dec–15
Dec

15 Dec–31
Dec

C1 1 1 → 0 0 → 2 2 → 1 1 → 2 2

C2 2 → 1 1 1 1 1 → 2 2

C3 1 1 1 1 1 → 2 2

C4 3 → 2 2 → 4 4 4 4 4

C5 1 → 0 0 0 0 0 0

C7 0 0 0 → 1 1 → 0 0 0

C8 3 3 3 3 3 3

schools. Workplaces are also required to close, or people are asked to work from
home, except for essential occupations, e.g., grocery stores and doctors.

• Scenario 2: More severe limitations on C5, meaning C5 = 1. In this case, it is
recommended to significantly reduce volumes or means of available transport.

• Scenario 3: More serious restrictions on internal movement, meaning C7 = 1. In
this scenario, it is recommended not to travel between cities and regions.

• Scenario 4: Considering all the above-mentioned restrictions simultaneously, i.e.,
C1 = 2, C2 = 3, C3 = 2, C5 = 1, C7 = 1.

Considering the growth in the number of confirmed cases from October to
December 2020 and its peak onDecember 18, November 15was therefore selected as
the start date for simulating the aforementioned scenarios. This enables us to inves-
tigate the possible outcome of imposing more strict restrictions during this peak
period and illustrates the importance of timely and crucial decisions by authorities.
It is worth mentioning that C4 for the test period has the strictest value, so it was not
considered in designing scenarios. Similarly, the C8 value has not been changed for
the whole test period, and it was set to 3, which is a strict restriction; a stricter value,
which is border closure, was not considered for this variable.

The parameters of these scenarios were fed into the three mentioned machine
learning models, and the results are shown in Fig. 3. This figure shows that restric-
tions in Scenario 1 (C1 and C2) can reduce the number of infected cases significantly.
In scenarios 2 and 3, although the number of confirmed cases is around the actual,
the overall trend of predictions does not decrease, which implies that the restric-
tions on internal travels and transport do not impact the number of confirmed cases
significantly. Among all the simulated scenarios, scenario 4 (combination of all
other scenarios) for all three models shows the lowest peak, after which the trend is
decreasing. Statistics for different scenarios using the three machine learning models
are presented in Table 5. It should be noted that for real data, the maximum number
of infected cases occurred on December 18, 2020, with 4527 cases, and for the
simulation period, mean and standard deviation of confirmed cases were 2179 and
946, respectively. It should be noted that the peak values are calculated based on the
results of the simulation period (November 15, 2020, to January 1, 2021).



8 Modeling and Evaluating the Impact of Social Restrictions … 115

Fig. 3 Predicted confirmed cases per day under different scenarios a RF, b XGB, and c LSTM
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Table 5 Statistics of predicted confirmed cases for different scenarios for three machine learning
models

Statistics Peak date Peak value Mean (SD)

Scenario 1 RF 8/12/2020 2129 1606 (271)

XGB 14/12/2020 1991 1555 (238)

LSTM 8/12/2020 2628 1838 (347)

Scenario 2 RF 24/12/2020 2971 2431 (234)

XGB 23/12/2020 2743 1965 (209)

LSTM 26/12/2020 2994 2110 (379)

Scenario 3 RF 20/12/2020 3243 2575 (281)

XGB 18/12/2020 2882 2184 (255)

LSTM 28/12/2020 3628 2278 (436)

Scenario 4 RF 6/12/2020 2526 1533 (264)

XGB 6/12/2020 2063 1411 (249)

LSTM 12/12/2020 2430 1506 (344)

Base case Actual 18/12/2020 4527 2179 (946)

* SD: standard deviation

According to Table 5, in Scenario 1 of the LTSM model, the average number of
confirmed cases was reduced by 16% as compared to historical value. This reaches
30% in Scenario 4, which implies that in these scenarios, the load on the health-
care system will be reduced considerably. Based on the LTSM model in scenarios 2
and 3, the total number of cases was almost equal to the number of infected cases
in historical data, which shows a minimal impact of the corresponding restrictions
individually on healthcare system load. Moreover, as can be seen in Fig. 3 and Table
5, the peak time shifted to earlier dates for the two scenarios with the most effective
restrictions, scenarios 1 and 4. This important finding indicates that by imposing the
right restrictions on time, the peak will be lower and occur sooner, which will help
society to return to normal conditions sooner. Furthermore, the comparison between
scenarios in Fig. 3 shows that the number of cases in scenarios 1 and 4 is very similar,
which suggests that C1 and C2 are the most crucial restrictions to enforce as they
have the highest impact on the number of confirmed cases. Therefore, it is recom-
mended to take action regarding these restrictions in similar future pandemics. In
addition, our results showed that some restrictions, such as internal and international
travel restrictions, cannot be effective individually, but considering social restrictions
together can lead to better control of spread. The findings of this study can be very
useful for managing and controlling future pandemics.
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5 Limitations

This study has limitations. First, we considered seven variables related to social
restrictions to investigate the impact of social restrictions on the control of outbreaks.
As we know, there are more variables in health, economy, etc., policies that can
affect the spread of the virus. Second, it is also possible that authorities did not apply
stricter restrictions because of some other considerations, such as society mental
health and economic issues. Third, C6, which indicates a restriction on staying at
home requirement, seems to be one of the strictest restrictions, but it has not been
applied in Denmark to consider it in this study.

6 Conclusion

In this study, we explored the impact of social restrictions on controlling the spread
of COVID-19 in Denmark. To do this, the OxCGRT dataset was used, and seven
social restriction variables, including school closing, workplace closing, public event
cancelation, restrictions ongathering, public transport closing, restrictions on internal
travels, and restrictions on international travels, were considered.

To consider the effect of restrictions on the number of infected cases per day,
three machine learning algorithms including RF, XGB, and LSTM were considered.
Moreover, we simulated four scenarios stricter than the real one applied by Danish
authorities. Data from November 15 to January 1, 2021, was used as a simulation
period to evaluate the effects of proposed scenarios. The results showed that LSTM
had a better performance in prediction of confirmed cases. It was also shown that
restrictions on schools (C1) and working places (C2) had a high impact on the
control of the pandemic. Also, by applying scenario 4, which considers more strict
restrictions on the aforementioned categories simultaneously, the maximum number
of confirmedcaseswas reduced for allmodels significantly. For instance, in theLSTM
model, the maximum number and mean number of infected cases for the simulation
interval decreased to 2430 and 1506, respectively, compared to the historical values
of 4527 and 2179, respectively. Furthermore, the results showed that by imposing
stricter restrictions, the peak time shifted to earlier dates, meaning that society could
potentially return to its normal conditions sooner. Such a system that can conclude
based on historical data and show the effect of different authorities’ decisions can
be very beneficial. By using such a system, authorities can get an insight about the
situation and detect the most effective restrictions variables.

In our future work, more variables in different domains, such as economic and
health indicators, will be taken into account. Also, data from several countries with
different strategies for controlling virus spread will be used to conduct a comparative
study.
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Chapter 9
Forecasting the COVID-19 Spread
in Iran, Italy, and Mexico Using Novel
Nonlinear Autoregressive Neural
Network and ARIMA-Based Hybrid
Models
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Thomas Schmidt , Ali Ebrahimi , Marjan Mansourvar ,
and Uffe Kock Wiil

Abstract This paper analyzes single and two-wave COVID-19 outbreaks using two
novel hybrid models, which combine machine learning and statistical methods with
Richards growth models, to simulate and forecast the spread of the infection. For
this purpose, historical cumulative numbers of confirmed cases for three countries,
including Iran, Italy, andMexico, are used.The analysis of theRichardsmodels shows
that its single-stage form can model the cumulative number of infections in coun-
tries with a single wave of outbreak (Italy and Mexico) accurately while its perfor-
mance deteriorates for countries with two-wave outbreaks (Iran), which clarifies the
requirement of multi-stage Richards models. The results of multi-stage Richards
models reveal that the prevention of the second wave could reduce the outbreak size
in Iran by approximately 400,000 cases, and the pandemic could be controlled almost
7 months earlier. Although the cumulative size of outbreak is estimated accurately
using multi-stage Richards models, the results show that these models cannot fore-
cast the daily number of cases, which are important for health systems’ planning.
Therefore, two novel hybrid models, including autoregressive integrated moving
average (ARIMA)-Richards and nonlinear autoregressive neural network (NAR)-
Richards, are proposed. The accuracy of these models in forecasting the number of
daily cases for 14 days ahead is calculated using the test data set shows that forecast
error ranges from 8 to 25%. A comparison between these hybrid models also shows
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that the machine learning-based models have superior performance compared with
statistical-based ones and on average are 20% more accurate.

Keywords COVID-19 · Hybrid modeling · Machine learning · ARIMA · NAR
neural network · Richards growth models

1 Introduction

The fast spread of the novel coronavirus infection, known as COVID-19, has risen
worldwide concerns regarding the healthcare systems planning and human well-
being [1]. Modeling the spread of this pandemic can play a significant role in the
strategy development to assessment of the pathways to securely remove restrictions
[2]. These modelings, which require the time-series data of the infection, can be
utilized to quantify medicinal services required for COVID-19 patients and make
decisions considering public well-being measures [3, 4]. We can also use these
models to forecast the growth of COVID-19 outbreaks, which enables us to inves-
tigate future situations and the effect of various immunization techniques. These
forecasts also provide some insights, which can potentially help the authorities and
decision-makers setting up the medical consideration and different assets needed to
remove restrictions [5–7].

Several methods have been used to model the epidemiological time evolution,
among which there are two major groups: collective models and networked models.
Collective models, such as Richards models and susceptible-infected-recovered
(SIR), describe the spread using a limited number of collective variables and are
defined by their small number of factors [8, 9]. On the other hand, networked models
describe the spreading process at individual level considering the population as a
network of individuals that can interact. This type of model provides a more detailed
explanation of the epidemic spread compared to the collective model; however, it
needs a substantial amount of data, and its parameter identification is more difficult
than collective models. Hence, collective models are easier to implement and can be
used by the public health authorities even under data-scarce conditions [9].

The Richards model has also been used in epidemiology for outbreak prediction
for illnesses like SARS [10] and swine flu pandemic [11]. The multi-stage Richards
models have also been proposed to simulate the multi-wave infection outbreak [12].
Typically, this method produces reliable estimations of the outbreak size and ending
time; however, it cannot simulate thefluctuations in the number of infections precisely
[13].

Statistical models have also been used to forecast the epidemiological trend of
the virus infections. Autoregressive integrated moving average (ARIMA) models
have been used extensively in various studies to forecast a virus spread [14]. For
example, Benvenuto et al. [15] used ARIMA time-series models to forecast COVID-
19 infection spread and showed that their model can accurately forecast the total
number of confirmed cases for 2 and 9 days ahead, respectively.
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Recent studies show that machine learning techniques can be used by various
programs due to their higher forecast accuracy, reliability, and ability to scale up
[16]. Chimmula et al. [17] modeled COVID-19 spread to forecast its peak time in
Canada using deep learning methods. Ribeiro et al. [18] developed a new model
to forecast the number of patients for 1–6 days ahead in different states of Brazil
using stacking ensemble and support vector regression algorithm. These studies
showed that the machine learning-based models can potentially enhance the short-
term forecasting of COVID-19 spread; however, similar to ARIMA models, their
performance deteriorates significantly for long-term forecast.

Hybrid modeling, which combines two or more different methods, has also been
used to model complicated infection spread behavior [19]. Hasan [20] proposed a
hybrid model, which combined neural network (NN) and ensemble empirical mode
decomposition (EEMD) to forecast the daily pattern of COVID-19 using the world-
wide statistics. These studies revealed the potential use of machine learning-based
hybrid models, but the combination of these models with epidemic growth models
for long-term forecast of COVID-19 has not been addressed previously.

This paper therefore first presents the use of single and multi-stage Richards
growth models for forecasting the cumulative size of COVID-19 outbreak and esti-
mated end time of the pandemic in three different countries, including Iran, Italy, and
Mexico. Then, we investigate the use of non-hybrid ARIMA and nonlinear autore-
gressive neural network (NAR) to forecast the number of daily cases for at least one
month ahead. Finally, two novel hybridmodels combining ARIMA andNARmodels
with Richards growth models are proposed to forecast short- and long-term number
of daily cases, and their accuracy is evaluated using available data.

2 Data

The data required for this study was obtained from World Health Organization
(WHO) database [21]. Our data set includes the cumulative and daily number of
confirmed cases from January 22 to August 1, 2020 (this is referred to as the data
period) for Iran, Italy, and Mexico. These three countries are selected as they repre-
sent three different categories of countries responding to the COVID-19 outbreak.
According to Fig. 1, Iran successfully controlled the first wave of the COVID-19
outbreak by imposing restrictions; however, they experienced a second wave as
restrictions were removed. Italy represents countries who controlled the fast-growing
virus outbreak by introducing strict rules and at the end of the data period did not
experience a second wave. Finally, Mexico is an example of countries who could not
control the extreme growth of the infections by the end of the data period.
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Fig. 1 a Cumulative and b daily number of confirmed cases for Iran, Italy, and Mexico from
January 22 to August 1, 2020

3 Method

Our methodology is incremental which means, first we apply Richards growth
models, then we evaluate machine learning models, and finally, we propose novel
models combining both models to overcome the limitations of each type to have
robust models.

3.1 Richards Models

Various methods can be used to model and forecast the spread of COVID-19, among
which generalized logistic growth models, known as Richards models, are used in
this study. Equation 1 shows the general formulation of this model,

I (t) = K

(1 + e−r t )
1
v

(1)

where I, K, and r denote the cumulative number of cases, final outbreak size, and
growth rate, respectively, and ν is a parameterwhich determines the point of inflection
on the vertical axis. These parameters are determined using the least-square method
to fit a curve to the data of selected countries. Since this paper aims to also model the
second wave of COVID-19 outbreak and its impact on the control of the virus spread,
the multi-stage Richards models are used. Stages are determined using the historical
data to find the local minimum in cumulative size of the outbreak, which indicates
a new wave of spread. For each stage, we calculate the Richards models parameters
separately, and by combining all stages, the final outbreak model is achieved.
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3.2 ARIMA Model

ARIMA and its simpler forms such as ARMA have been used to forecast a time
series using its previous values. The general formulation of this method is,

∇dY (t) =
q∑

i=1

βiε(t − i) +
p∑

i=1

αi∇dY (t − i) + ε(t) (2)

where Y, ε are the modeled variable and the error, and p; q; d denote the autoregres-
sive (AR), moving average (MA), and differencing orders of ARIMA(p, d, q). These
orders are usually determined by analyzing the autocorrelation and partial autocor-
relation function of the time series. Also, α; β are the coefficients of the ARIMA
model, which are determined by fitting the model to the data. In Eq. 2, the ∇ is the
differencing operator. In fact, the ARIMA model assumes that the value of a time
series in the next interval is correlated to its value in previous intervals.

3.3 Nonlinear Autoregressive Neural Network

Nonlinear autoregressive neural network (NAR) can also forecast a time series based
on its previous values {y(t − 1), y(t − 2),…, y(t − p)} where p denotes the AR order.
The architecture of a NAR can be generally described using the following equation,

Y (t) = F(Y (t − 1),Y (t − 2), . . . ,Y (t − p)) + ε(t) (3)

where Y is the desired parameter and F is the function that NAR aims to approximate
during the training phase by optimization of weights and neuron bias of networks.
Equation 3 can be written as:

Y (t) = α0 +
M∑

i=1

αi∅
⎛

⎝
N∑

j=1

βi j Y (t − j) + β0i

⎞

⎠ + ε(t) (4)

whereM is the number of hidden layers,N is the number of nodes per hidden layer, ∅
denotes the activation function, and αi , βi j are the weight between hidden unit j and
the output and the connection weight between input j and hidden unit i, respectively.
The constant values related to the connection between hidden unit i and the output
unit are β0i and α0 [22].



124 A. Naemi et al.

3.4 Hybrid Models

In this study, hybrid models benefit from the combination of Richards growthmodels
and statistical and machine learning techniques, discussed in the previous section,
to improve the performance of the model in terms of the long-term forecasting of
the number of cases. Figure 2 provides the flowchart of our novel hybrid models for
simulation and forecasting of COVID-19 spread.

4 Results and Discussion

In this section, we first examine the performance of Richards models for the simula-
tion of the COVID-19 outbreak using its single-stage and multi-stage forms. Then,
we use the developed models to analyze the impact of second-wave prevention on
the disease control in Iran and estimate the end time of the COVID-19 outbreaks in
Mexico and Italy as well. In Sect. 4.2, we study non-hybrid models to forecast the
number of daily cases. The performance of the novel hybrid models, which combine
machine learning and statistical models with Richards models, in forecasting the
number of the daily confirmed cases, is presented in Sect. 4.3 and their accuracy is
compared.

Fig. 2 Block diagram of novel hybrid models
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4.1 Performance of Richards Growth Model

As explained in Sect. 3.1, Richards models are used to model the cumulative size
of the outbreak. The single-stage model is first used to model and forecast the level
of virus spread in our selected countries. Then, the two-stage model is used for
Iran, experiencing the second wave of the COVID-19 outbreak, to examine the
performance of this model and compare it to the single-stage one.

Single Wave Model

The parameters of Richards models have been calculated using the least-square
method, which minimizes the distance between the fitted values and actual ones.
Table 1 shows these parameters along with their 95% confidence interval (CI).

Figure 3 shows the historical and modeled daily number of confirmed cases in
our studied countries using the Richards models. It is obvious that for Iran, which

Table 1 Richards growth model parameters along with their 95% confidence interval (CI)
determined using the least-square method

Country K r v K-95% CI r-95% CI v-95% CI

Iran 473,833 0.0151 0.1703 ±17,491 ±0.0004 ±0.0034

Italy 241,262 0.0586 0.0890 ±365 ±0.0004 ±0.0017

Mexico 1,034,794 0.0175 0.0869 ±10,892 ±0.0001 ±0.0005

Fig. 3 Historical and modeled daily number of confirmed cases in a Iran, b Italy and c Mexico
using the single-stage Richards model
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has two waves of the virus outbreak, the single-stage Richards models cannot model
the trend of daily cases. Figure 3b, c demonstrates that despite the fitted models are
unable to capture fluctuation in the number of daily cases, they can simulate the trend
very well. The end time for the virus spread can be seen in Fig. 3, where the number
of cases reaches zero. For example, Italy could achieve almost zero number of cases
after 4 months while this is approximately 12 months for Mexico.

Two Waves Model

In this section, we use multi-stage Richards models to simulate each wave of the
infection spread and forecast the final size of the outbreak and the ending time. The
focus of this section is therefore on Iran as it is the only country among our studied
cases that experiences the second wave of COVID-19.

Table 2 shows the calculated parameters of the two-stage Richards model for
Iran, along with their 95% confidence interval. It should be noted that the final
outbreak size in this country is the summation of K values, which equals to approx-
imately 514,000 cases. Comparing this number to what was calculated using single-
stage model reveals that the final outbreak size increases by almost 8.5% using a
more accurate modeling approach. Also, the ending time (zero daily cases) reduces
significantly.

Figure 4 shows the cumulative and the daily number of confirmed cases in Iran
usingmulti-stageRichardsmodels. Comparing the result in Figs. 3 and 4 clarifies that
the multi-stage model has a superior performance compared with the single-stage
one. Figure 4a clearly exhibits the difference in the final outbreak size if restrictions
were in place, and the second wave was prevented in Iran. For example, the outbreak

Table 2 Calculated parameters of two-stage Richards model for Iran along with their 95%
confidence interval

K r v K-95% CI r-95% CI v-95% CI

First wave 100,132 0.0891 0.6374 ±1411 ±0.005 ± 0.0941

Second wave 414,574 0.0198 0.3697 ±15,842 ±0.0016 ±0.0981

Fig. 4 Historical andmodeled number of confirmed cases for Iran using two-stage Richardsmodel:
a cumulative number of cases b daily number of cases
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size of the first wave is approximately 100,000 while this is approximately 514,000
for the second outbreak, i.e., 400% increase in the number of cases. Also, the ending
time of the firstwavewas approximately 3months; however, the secondwave delayed
this for almost 7 months and the number of daily cases achieves zero after more than
10 months since the start of the outbreak in Iran.

Despite two-stage Richards model has a superior performance compared with
single stage, it cannot simulate the dynamics of the daily number of cases accurately.
Figure 4b reveals this drawback as the fluctuations of the daily cases cannot be
captured using Richards models. Therefore, we use time-series forecasting methods
to simulate these dynamics of the virus spread as they are crucial for health system
planning and decision making. Since it was demonstrated that multi-stage Richards
model has a better accuracy, it is used for the rest of analysis conducted on Iran in
this paper.

4.2 Non-hybrid Models Performance

This section examines the performance of non-hybrid ARIMA and NAR models for
forecasting the number of daily cases. First, the historical data of each country is
divided into two sets, known as training and testing sets. The training sets are used
to build our models, and the testing data set enables us to calculate the accuracy of
our model in forecasting the number of daily cases for next days. In this study, the
training data set includes the data from the January 22, 2020, to the July 16, 2020,
while the last 14 days are selected as the test data set.

ARIMA Models

As explained in Sect. 3.2, ARIMA models have three main components that need to
be optimized to improve their accuracy. The optimal value of AR (p), MA (q), and
differencing order for each country were calculated separately and are presented in
Table 3.

Figure 5 shows the forecast of the daily number of cases using the ARIMA-only
model for our three studied countries for one month after the end of the historical
data. It can be seen that the ARIMA model has a higher accuracy for short-term (a
few days) forecasting of the daily number of cases, but for long-term forecasting (a
few months), its accuracy deteriorates rapidly. It should be noted that the ARIMA
model considers the general trend of time series for forecasting the number of daily
cases for periods after the test data; therefore, the numbers of daily cases for Iran

Table 3 Optimal order
values of ARIMA models for
selected countries

Country p q d

Iran 5 0 2

Italy 5 0 1

Mexico 7 0 1
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Fig. 5 Forecasting of the daily number of confirmed cases for onemonth ahead usingARIMA-only
models for a Iran, b Italy, c Mexico

and Mexico increase almost monotonically, while for Italy it remains approximately
constant. This highlights the necessity for other models or combination of different
models, to forecast the number of daily cases more accurately.

NAR Models

To determine the optimal hyperparameters for the NAR model, grid search method
is used. This method is an exhaustive search that is applied on a specified subset of
hyperparameters of a learning algorithm to find their best values. Learning rate is a
positive number between zero and one, which indicates the amounts of weights (αi,
βij in Eq. 4) that are updated during the training phase. Moreover, epochs refer to
the number of cycles for training a neural network on the entire train data set. Table
4 shows the optimal values of our NAR model hyperparameters.

Figure 6 shows the NAR model for forecasting the daily number of cases for our
studied countries. It can be seen that the number of daily cases in Italy starts to rise

Table 4 Optimal hyperparameters of the NAR-only model, determined by grid search

Hidden layer (p) Neurons AR order Learning rate Epochs Activation function

2 10, 10 5 0.01 500 Sigmoid
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Fig. 6 Forecasting of the daily number of confirmed cases using NAR-only models for a Iran, b
Italy, and c Mexico

after day 150, which is due to the historical trend and peak observed at approximately
day 50. Also, for Iran, periodic behavior can be seen, which has a similar profile to
the historical data. In fact, the NAR model forecasts the future number of infected
people based on the overall trend existing in the historical time series. Table 5 shows
the forecast error of the ARIMA and NAR models in terms of the normalized root
mean square error (NRMSE) using the test data set and the following equation:

NRMSE =
√∑T

t=1(DCtest(t)−DCpred(t))
2

T

DCmax
test

(5)

Table 5 Accuracy of
ARIMA and NAR non-hybrid
models for forecasting
14 days ahead

NRMSE (%)
ARIMA

NRMSE (%)
NAR

Iran 16.71 12.33

Italy 38.13 29.41

Mexico 25.29 18.26
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where DC denotes the number of daily cases, t is the day index, T is the test
period (14 days here), and DCmax

test represents the maximum value in the test data
set. Forecasting the number of daily cases for 14-days ahead.

Although the NAR model is not accurate for long-term forecasting of COVID-
19 outbreak, it provides useful insights into the potential future of the outbreak if
no restriction is applied and the historical trend continues. For example, Fig. 6a
shows that Iran experiences a new peak with around 3000 every 60 days if dynamics
of the virus spread remain the same. In addition, we can see that the spreading of
virus in Mexico will grow exponentially, if no decision or action is undertaken by
authorities in this country. Since the non-hybrid NARmodels are not able to forecast
the long-term profile of the number of daily cases, the requirement of hybrid models
which combine the time-series forecasting methods with growth population models
is inevitable.

4.3 Hybrid Models Performance

As demonstrated, non-hybrid models are not able to simulate the long-term behavior
of an infection spread, which illuminates the necessity of another model, such as
Richards model, to improve the performance of our forecasting system.

Figure 7 shows the block diagram of the novel, adaptive hybrid models used in
this study. According to this figure, historical data of the number of daily cases is
first used to train the ARIMA or NAR model. The trained models then forecast the
number of daily cases for the next day (t + 1). Next, the estimated number of cases
obtained from Richards models for that interval (t + 1) is used to tune the ARIMA
or NARmodel for forecasting the next interval (t + 2). This prevents the behavior of
the non-hybrid models observed in the previous section for forecasting the number
of cases for a few months ahead. It should be noted that the ARIMA or NAR model
as well as the Richards model can be tuned quickly once the historical data set is

Fig. 7 Block diagram of the
proposed novel, adaptive
hybrid models, which are
trained with historical data
and the estimations obtained
from Richards model to
forecast the daily number of
cases for future intervals. In
this figure, t denotes the time
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updated using newly measured data. This tuning allows us to have a better forecast
of the possible future of the COVID-19 outbreak.

ARIMA-Richards Models

In this section, the performance of a hybrid model, combining Richards model and
ARIMAmethod, is investigated. It should be noted that ARIMAmodels used in this
section have the same order as those in Sect. 4.2. The use of Richards model informs
the ARIMA model about the general long-term trend in the number of daily cases,
which could potentially increase the accuracy of its forecast (Fig. 7).

Figure 8 presents forecasting the number of cases using the ARIMA-Richards
hybrid model for the rest of the year since the start of an outbreak in Iran andMexico
and one month after the end of historical data for Italy. As expected, results indicate
that the combination of the Richards and ARIMA model enables the forecasts to
follow the general trend estimated by the growth models analysis. It should be noted
that modeling of the historical fluctuations along with the white noise term in Eq. 2
causes the predicted number of the daily cases for Italy not to reach zero. Also, it
is clear that in Fig. 8, fluctuations in the forecast of the number of cases are much
smaller as compared with the historical values, which leads to its lower accuracy.
Table 7 shows the accuracy of our proposed hybrid models. Results reveal that the
ARIMA-based model has the best accuracy for forecasting the number of daily cases

Fig. 8 Forecasting of the daily number of confirmed cases using ARIMA-Richards models for a
Iran, b Italy, and c Mexico
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Table 6 Optimal hyperparameters of the NAR-Richards model, determined by grid search

Hidden layer (p) Nodes AR order Learning rate Epochs

2 16, 8 7 0.01 500

in Iran,while its accuracy is the lowest for Italy. The reason is that for Italy the number
of daily cases is close to zero and even small errors lead to high loss of accuracy
(see Eq. 5). Also, for Iran, the amplitude of fluctuations in the number of daily cases
is much lower than those of Mexico, which ultimately results in better accuracy for
this country as forecasting of a noisy time series is more difficult.

NAR-Richards Models

Similar to Sect. 4.2, the optimal values for hyperparameters, shown in Table 6,
are determined using the grid search method to build the best neural network for
forecasting the daily number of cases. Figure 9 shows the forecasting of the number of
daily cases using NAR-Richards hybrid model. Again, the utilization of the Richards
model forces the machine learning model to follow the general trend of the number
of daily cases approximated by fitted Richards models.

Fig. 9 Forecasting of the daily number of confirmed cases using NAR-Richards models for a Iran,
b Italy, and c Mexico
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Table 7 Accuracy of the ARIMA-Richards and NAR-Richards hybrid models for forecasting
14 days ahead in terms of NRMSE for selected countries

NRMSE (%)
ARIMA-Richards

NRMSE (%)
NAR-Richards

Improvement (%)

Iran 10.91 8.19 24.93

Italy 25.61 21.21 17.18

Mexico 15.78 10.02 36.50

Comparison between the performance of our hybrid models in test period shown
Figs. 8 and 9 indicates the NAR-Richards model can forecast the fluctuations more
accurately. This can be clearly seen in Figs. 8c and 9c, which shows our forecasts for
Mexico. Also, for Iran, the amplitude of fluctuations in the forecast of the number of
cases is more consistent with the historically observed fluctuations in Fig. 9a while
that is relatively higher than the historical values in Fig. 8a, especially between days
150 to 200.

The NRMSE of the NAR-Richards model is also presented in Table 7. The accu-
racy of the model is the highest for Iran while it has the worst accuracy for Italy. The
reason for this is similar to what was explained in the previous section for ARIMA-
Richards model. Furthermore, the comparison between the ARIMA-Richards and
NAR-Richards model shows that our machine learning-based hybrid model outper-
forms the statistical-based hybrid model. On average, the accuracy of our forecasts
has been improved by approximately 20% (Eq. 6) using the NAR-Richards model as
compared with the ARIMA-Richards, while the computation time remained compa-
rable. This reveals the potential of using machine learning methods in the field
of epidemiology for modeling and forecasting the infections spread to assist the
authorities to plan and control the outbreaks.

Improvement = NRMSEARIMA−Richards − NRMSENAR−Richards

NRMSEARIMA−Richards
× 100 (6)

As shown in Fig. 7, these hybrid models are highly adaptable, meaning that they
can be trained rapidly using more updated data in order to provide a more accurate
forecast of the possible future of the COVID-19 pandemic.

5 Conclusion

This paper proposed novel experimentally determined hybrid models integrating
logistic growth models into statistical and machine learning models to simulate and
forecast COVID-19 outbreaks in three countries, Iran, Italy, and Mexico. Among
these countries, Iran experienced a second wave of the outbreak due to lifting restric-
tions, while Italy successfully controlled the first wave and prevented the second
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wave by the end of the data period (August 1, 2020). Mexico also faces a rapid
increase in the size of the first wave of outbreak.

The results showed that the conventional Richards models could simulate the
infection growth in Italy andMexico, which only have a singlewave of virus outbreak
while its accuracy reduced for Iran, having two waves of infection spread. Therefore,
multi-stage Richards models, where each stage was associated with one outbreak
wave, were used to model Iran infection growth that resulted in a higher model accu-
racy. The comparison between two stages of Richards models for Iran indicated that
the prevention of the second-wave outbreak could reduce the number of incidences
and the required time for controlling the virus spread by approximately 87%and 75%,
respectively. This highlighted the importance of the prevention of the second-wave
outbreak in countries.

In addition, the results indicated that Richards models are not able to capture and
forecast the fluctuations in the daily number of cases, which is an important factor
for health system planning. To address this issue, non-hybrid ARIMA and NAR
model were initially studied. The results showed that these models can forecast
the short-term profile of the daily number of cases accurately, but they were not
suitable for long-term forecasting (a fewmonths ahead). Therefore, two novel hybrid
models, ARIMA-Richards and NAR-Richards, were proposed. The results revealed
that these hybrid models can forecast the daily number of cases more accurately and
reasonably for short and long forecast horizons. The comparison between the results
of these hybrid models showed that machine learning-based hybrid models have a
better performance than the statistical-based models and on average are 20% more
accurate. This along with the high adaptability of the proposed hybrid models make
them suitable for providing a better insight into the possible future of the COVID-
19 pandemic and illuminates the potentials of using machine learning algorithms to
investigate the short- and long-term impacts of pandemics on the healthcare systems,
human health, and environment.
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Chapter 10
Spatial Statistics Models for COVID-19
Data Under Geostatistical Methods

S. Zimeras

Abstract Geostatistics provides the practitioner with a methodology to quantify
spatial uncertainty. Statistics come into play because probability distributions are the
meaningful way to represent the range of possible values of a parameter of interest. In
addition, a statistical model is well suited to the apparent randomness of spatial varia-
tions. Itmust be noted that there is considerable variety of statisticalmethods that have
been applied in the analysis of spatial variation in data, summarized by Dale (Spatial
pattern analysis in plant ecology. Cambridge University Press, 1999) [1]. These
include dispersal analysis, spectral analysis, wavelet analysis, kriging, and spatial
Monte Carlo simulations, and many geostatistics methods. Kriging was developed
for estimating thresholds of continuous variables. It has been used for interpolation
and simulation of categorical variables and for spatial uncertainty analysis.

Keywords Spatial statistics · Geostatistical analysis · COVID-19 · Kriging ·
Kernel estimation

1 Introduction

Model evaluation assumes a certain general structure (e.g., multiple linear), and the
model is built through adding terms (variables) which are significant or which aid
in prediction (hierarchical modeling). Parameter uncertainty is defined as a problem
of estimation. Stochasticity is often introduced through stochastic functions (e.g.,
weather) or random effects in parameter values.

Interactions between regions at different scales are characterized by their local
dynamics, and the emergent spatial patterns are the outcome of different processes.
The development of specific new, applied statistical techniques can be explained
by the emerging field of specific regions of human body, which focuses on spatial
processes operating over various spatial extents epidemiologistics are trying to collect
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quantified information about geostatistic spatial pattern in order to answer questions
regarding the underlying processes (e.g., competition).

Geostatistics is based upon the recognition that in the Earth sciences there is
usually a lack of sufficient knowledge concerning how properties vary in space.
Therefore, a deterministic model may not be appropriate. If we wish to make predic-
tions at locations for which we have no observations, we must allow for uncertainty
in our description as a result of our lack in knowledge. So, the uncertainty inherent
in predictions of any property we cannot describe deterministically is accounted for
through the use of probabilistic models.

Markov chain geostatistics (MCG) is a new non-kriging geostatistics [2, 3].
The basic idea of this geostatistics is to use Markov chains to perform multidi-
mensional interpolation and simulation. Compared with the covariance-based (or
variogram-based) geostatistics,MCG is transition probability-based. Comparedwith
the kriging-based geostatistics, MCG is Markov chain-based. MCG directly uses
Markov chains to accomplish conditional simulation. The basic idea of MCG is that
an unknown location is related on its nearest known neighbors in different directions.
With a Markov chain moving around in a space, its conditional probability distribu-
tion at any unknown point is entirely dependent on its nearest known neighbors in
different directions [4–7]. The interaction between each nearest known neighbor and
the unknown location is expressed by a transition probability at the corresponding
distance. Therefore, transiograms are the explicit components of the conditional
probability function.

Referring to conditional probabilities, due to the largeness of the configuration
space it is impractical to sample from it by direct computation of the probabilities.
Markov chains Monte Carlo (MCMC) methods have been investigated by various
researchers as an alternative to exact probability computation [8, 9]. The general
method is to simulate a Markov chain with the required probability distribution as its
equilibrium distribution. If the chain is aperiodic and irreducible, the convergence is
guaranteed.

Model selection techniques for spatial models need to include the correlation
structure in determining the best set of predictors. By computing the AIC statistic for
all possible sets of explanatory variables and autocorrelation functions, one can find
a single “best” model or a set of models which fit the data well [6, 10]. This method
attempts to strike a balance between the competing forces of large-scale variability,
as modeled via the explanatory variables, and small-scale variability, as modeled
through the correlation in the residuals.

Hierarchical models, whereby a problem is decomposed into a series of levels
linked by simple rules of probability, assume a very flexible framework capable
of accommodating uncertainty and potential a priori scientific knowledge while
retaining many advantages of a strict likelihood approach. Estimation of the
parameters of the models could be achieved by applying MCMC techniques [6–9].

In this work, illustration of the spatial modeling based on coordinates considering
the epicenters of COVID-19 virus in a small region could be described. Statistical
analysis under spatial point process methodology has been applied and estimation
techniques have been proposed using kernel methods (Gaussian kernel estimation).
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Finally application of the K-function to spatial background rate estimates for point
spatial pattern using simulated and real data based on the position of COVID-19
virus.

2 Point Process Analysis

The region of interest is defined as a d-dimensional space D with D ⊂ �d , where d
is the applied dimension. The data location is defined as s where in 2-D space, two
coordinates could be illustrated as (x, y). Based on the data location s, the notation
z(s) is the value for each z in location s. The Z(s) is defined as a random variable at
each location, and the spatial model corresponding to the above random variable is
denoted as {Z(s) : s ∈ D} [11–14].

In point process analysis, the investigation of a given pattern based on the data
is analyzed The data set consists of n locations s1 … sn, each based on an (x, y)
coordinate in two-dimensional space. The methods that could be applied in pattern
analysis could be: (1) quadrant count method, (2) kernel density estimation (K-
means), (3) nearest neighbor distance (G-function, F-function, K-function) [11–14].
There are three types of pattern based on the spatial association between the locations:
(1) independent, (2) regular, and (3) clustered (Fig. 1).

A binomial random process with distribution is given by (Fig. 2a)

p[N (A)] = n!
k!(n − k)!

(
a(A)

a(D)

)k(
1 − a(A)

a(D)

)n−k

, k = 0, 1, . . . , n

where a(.) is the unit area for specific region and A ∈ D ⊂ R2. As an extension, the
Poisson random process with distribution is given by (Fig. 2b)

p[N (A)] = λa(A)

k! e−λa(A), k = 0, 1, 2, . . .

Fig. 1 Types of cluster patterns



140 S. Zimeras

Fig. 2 a Realization of a binomial point process; b realization of a Poisson point process

The most effective way to visualize spatial pattern data is to illustrate them as a
region over which the events are observed as points.

In point process procedure, each pattern is a set of point locations s = {s1, s2,
…, sn} explaining the spatial association between different regions as in Fig. 3
where clustering regions are appearing clearly [15]. The random variable N(A) is the
number of events in the set A ⊂ X introducing a random process. Based on spatial
statistical measures, under Poisson point process, considering expected values of the

process first-order properties have been defined with λ(s) = limds→0

{
E(N (ds))

|ds|
}

where d(s) is a small region around the point s, E(.) is the expected value, and

Fig. 3 a Simulated Poisson point data; b G-function of the simulated Poisson data
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N(d(s)) is the number of events in the small region [11–14, 16]. Alternatively consid-
ering covariance relation of the process second-order properties has been defined

with γ
(
si , s j

) = limdsi ,ds j→0

{
E(N (dsi )N(ds j))

|dsi ||ds j |
}
corresponding definitions as above.

A point process is stationary if the intensity is constant over A, so λ(s) = λ and γ (si,
sj) = γ (si − sj) = γ (d) (depending only on direction and distance) [11–14, 16].

3 Measures of Point Process

Ananalysis of the point pattern process includes the definition of the distance between
neighboring locations. If the distance is small, there is evidence of clustering. To
achieve to above goal, the following distances could be introduced:

1. Pairwise distances si j = ∥∥xi − x j

∥∥ between all distinct pairs of points xi and
xj (i �= j) in the pattern

2. Nearest neighbor distances si = min
j �=i

xi j the distance from each point xi to its

nearest neighbor
3. Empty space distances d(s) = min

i
‖s − xi‖ the distance from a fixed reference

location s in the window to the nearest data point

If a random variable S is representing the short nearest neighbor distance between
locations then cumulative probability distribution of S is P(S = s) estimated by the
G(s) formula with Ĝ(s) = #(Si≤s)

n , meaning that the probability of distances less than

or equal to s is estimated as Ĝ(s). For simulated data, the corresponding distribution
of G-function based on distances is given in Fig. 3.

In Fig. 4, the estimation of Ĝ(s) function for the epicenters for COVID-19 virus
is illustrated considering different radius region d (d = 1, d = 30) [11–14, 17].

Fig. 4 G
∧

(s) Function of the
epicenters for COVID-19
virus (different radius region
d = 1, and d = 30)
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In general, G-function measures the distribution of distances from an arbitrary
event to its nearest neighbors with

G
∧

(s) = 1

n

n∑
i=1

l1

with

li =
{
1, if di ∈ {di : di ≤ s,∀i}
0, otherwise

and di = min j
{
di j ,∀ j �= i ∈ D

}
, i = 1, 2, . . . , n

For a clustered pattern, observed locations should be closer to each other. G
increases rapidly at short distance.

One of the most popular methods to estimate the first-order intensity λ(s) is the
kernel estimator that applies methods from kernel density estimation to obtain an
estimate of λs. The general form is given by

�

λ(s) =
n∑

i=1

1

τ 2
k

(
s − si

τ

)

where κ(·) is a kernel function, and τ is an bandwidth satisfying standard conditions
[12–14]. Reference [16] suggests various choices for κ(·) and selections for the
bandwidth τ . A recommended choice for the bandwidth is τ = 0.68n−0.2 [11–13]. The
choice of the bandwidth (τ ) depends on the user.When τ is large, the kernel estimator
led to a smooth estimate of the density function (i.e., small variance, large bias). If τ

is small, the kernel estimator produces a rough estimate of the density function (i.e.,
large variance, small bias). Graphical presentation of the kernel estimator process
for spatial point data is given in Fig. 5.

The most common choices for kernels formulas with the corresponding graphs
(Fig. 6) are:

Fig. 5 Kernel estimator
process [18, 19]
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Fig. 6 Kernel forms: left to right: triangular, quartic, Gaussian [18, 19]

• Triangular: k = 1 − ∣∣ di
τ

∣∣
• Quartic: k = 3

π

(
1 − d2

i
τ 2

)

• Gaussian: k = 1√
2π
e− d2i

2τ2

Based on the proposed kernel formulas, Fig. 7 illustrates the resulting spatial
estimation of the point pattern for the epicenters for COVID-19 virus using Gaussian
kernel form.

Considering the second-order spatial point, the appropriatemeasure for estimation
is given by using the Ripley K-function [14] given by the form

K (d) = λ−1E
[
number of points distance d of an arbitrary point

]

This is defined as the expected number of events within a distance d of an arbitrary
event and describes how the spatial dependence varies through space. TheK-function
for a homogeneous process with no spatial dependence is πd2. If there is clustering,
there would be an excess of events at short distances

(
K (d) > πd2

)
. K(t) can be

estimated empirically from point pattern realizations. If λK(d) is defined as the
expected number of events within distance d of an arbitrary event, then a direct
estimate can be obtained for a points realization with n number of events as
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Fig. 7 Gaussian kernel
estimation for the epicenters
for COVID-19 virus

λ
�

K (d) = 1

n

n∑
i=1

Mi (d) = 1

n

n∑
i=1

(number of events within distane d of the event i)

To estimateMi(d) indicator values for all events i is defined as:

li =
{
1, if di ≤ d
0, otherwise

where dij is the distance between event i and event j.

Mi (d) =
n∑
j=1

Ii j (d), j �= i

Then estimation of the K-function is given by the form:

�

K (d) = 1

λn

n∑
i=1

n∑
j=1

Ii j (d)

The unbiased estimate of the K-function can be finally written by:

�

K (d) = 1

λn

n∑
i=1

n∑
j = 1
j �= i

wi j Ii j (d)
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Fig. 8 Graph Ripley K-function for clustered spatial data

Fig. 9 Ripley K-function
for the epicenters of
COVID-19 virus

where wij is a weighting term equal to this circle’s proportion of the entire area. It
is clear that as d goes large, wij → ∞. A valuable investigation for a point pattern
is a plot of K

∧

(d) versus πd2. If K
∧

(d) > πd2 then there is evidence of clustering
(Fig. 8).

In Fig. 9, the RipleyK-function for the epicenters of COVID-19 virus is illustrated
considering observed data, average data, low and upper limits, and average values.
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Fig. 10 Transformation from mapping to lattice point process

4 Conclusions

Spatial statistics is a powerful tool, for investigating relationships between different
locations of a particular event applying specific statistical technique. In this work,
we have described how spatial point methods can be applied using spatial statistical
techniques.

Kernel estimation was suggested as an appropriate method for prediction of mean
intensities for data. The application of the K-function to spatial background rate
estimates for point spatial pattern using simulated and real data based on the position
ofCOVID-19 virus. Investigation of distance analysis is proposed based on the choice
of appropriate kernel form. As a proposed kernel was considered the Gaussian form
which applied to real data considering a small region in Greece. Data have been
collected by transforming a geographical map as a lattice system by marking the
appearances of the positions (epicenters) from themap to the lattice system. Figure 10
illustrates the methodology.

Acknowledgements The author would like to thank Prof. Phaidon Kyriakidi for his useful support
for the programming implementation of this work.
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Chapter 11
Intelligent Multi-Sensor System
for Remote Detection of COVID-19

G. Zaz, M. Alami Marktani, A. Elboushaki, Y. Farhane, A. Mechaqrane,
M. Jorio, H. Bekkay, S. Bennani Dosse, A. Mansouri, and A. Ahaitouf

Abstract The worldwide spread of COVID-19 pandemic creates an urgent need
for research and development of safe and efficient solutions for early COVID-19
detection. In this paper, an intelligent, reliable, and low-cost system detecting the
main symptoms of COVID-19 disease (fever, cough, and breathing difficulties) is
proposed. This system applies the principle of multi-sensor data fusion to provide a
robust, precise, and complementary analysis between these symptoms to tell whether
or not an individual is a carrier of COVID-19 disease. Using machine learning tools,
the system is trained on infrared images to recognize the fever. The obtained thermal
images are also used to control the breathing rate bymonitoring temperature changes
around the nasal areas on the faces. This signature is recognized through a well-
trained thermal image processing model from online databases. To identify the third
symptom of COVID-19 (cough), the system is associated with a network of micro-
phones. Using specific artificial intelligence (AI) model based on mel-frequency
cepstral coefficients (MFCC) convolutional neural network (CNN) architecture, it
is possible to detect the cough sound. The combined use of the thermal and sound
sensors allows merging data of the multi-sensor system. This approach is often the
most suitable response to operational needs requiring a complete, efficient, and reac-
tive diagnosis. The system presented in this paper is designed to be used for public
hosting institutions. The objective is to contribute to slowing or even stopping the
spread of COVID-19. This system can also be adapted as a useful means of early
detection of many other diseases.

Keywords COVID-19 detection · SARS-CoV-2 · Body temperature · Cough ·
Respiratory rhythm · Artificial intelligence · Deep learning ·Multi-sensor system
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1 Introduction

Since the apparition of the SARS-CoV-2 virus, at the origin of the COVID-19 global
pandemic, countriesworldwide have been facingmultiple challenges for its diagnosis
in order to reduce its transmission rate [1, 2]. The World Organization for Health
(WHO) urged government authorities to take preventive directives, measures, and
recommendations to fight this pandemic and to stop its spread [3].

In the absence of widely available vaccine for different variants of the virus
and approved treatment during the pandemic, the efficient solution is to implement
preventive measures, such as social distancing, hand-washing, and face masks, to
be taken in an attempt to limit the virus transmission as much as possible until a
reliable cure is found. For the government and health services providers, it becomes
a challenge to make rapid forward planning to evaluate the transmission rate of the
SARS-CoV-2 without ready access to diagnostic techniques and future planning
based on the sustainability of healthcare systems to cope with the outbreak [4].

To take part in the mobilization, all around the world, against this virus, Morocco
launched a call for researches projects aiming to develop solutions, tools, andmethods
allowing not only to minimize any danger associated with this virus spread but also
to stop its span [5]. Ideas about both procedural and therapeutic solutions resulting in
the limitation of virus circulation and contamination were encouraged and supported
in order to save as much as possible lives and to avoid saturation in the reanimation
department in hospitals.

In this framework, our study deals with the development and setting up of a smart
portal, useful for public and private institutions to monitor in real-time conditions
the appearance of some symptoms in persons likely to be carriers of the virus, such
as fever, coughing, and breathing rate. This paper therefore describes one of the
multi-criteria techniques for early diagnosis of COVID-19 symptoms.

The proposed supervision portal is a non-invasive, real-time, and efficient system
composed of a centralized network of communicating and portable electronic devices
equipped with sensors (thermal and RGB cameras and microphones), as shown in
Fig. 1. These sensors are in synergy with data mining and artificial intelligence
applied to the detection of the main symptoms of the COVID-19. The portal will be
placed at the entrance of high-frequented buildings such as universities, companies,
factories, and hospitals.

This solution can be used in the future as a general preventive solution, beyond
COVID-19, for any others infectious disease which results in respiratory symptoms
and fever.

In the current study, the most common signs and symptoms of COVID-19 are
overseen to formulate a practicable approach to detect and assess COVID-19’s course
of infection to counter outbreaks by reducing the transmission rate through early
sensing and adopting appropriate measures.

The contributions are summarized as follows:

• Detection of the effective body temperature using low-cost thermal imaging
solution based on specific facial landmarks and a transfer learning technic.
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Fig. 1 Overall block diagram of the proposed monitoring system

• COVID-19’ cough detection using a network of microphones and a developed
deep learning algorithm.

• Analysis of breathing rate by using infrared thermography and exploiting the fact
that temperature around the nostrils fluctuates during the respiratory cycles.

In the following, Sect. 2 gives an overview of monitoring systems for the main
COVID symptoms (fever, cough, and breathing rate). Section 3 describes themethod-
ology of COVID-19’ detection. Experimental results are presented and discussed in
Sect. 4. Section 5 summarizes the outcomes of the study.

2 Backgrounds

2.1 Body Temperature Detection

Normal body temperature may differ from a person to another, but it lies within the
range of 36.5–37.5 °C. A temperature of 38 °C or higher is considered as fever [6].
One of the most common symptoms of infection by COVID-19 is fever [7], which
is considered as a temporary increase in the body temperature. It is also called a
high temperature, hyperthermia, or pyrexia, and it is usually a sign that the body is
working to keep the healthy from the infection.

Therefore, contactless measurement of body temperature at the entrance of build-
ings or public places can be very useful for screening people who may be carriers of
illnesses such as COVID-19. However, in order to achieve an accurate reading body
temperature, finding the exact locations on the human body must be a serious task.

Contactless body temperature measurement techniques work by quantifying the
intensity of infrared radiation. This approach is very attractive in the case of infec-
tious disease since the measured body does not have to touch the sensor, which is a
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thermal camera. In this work, a thermal camera is used to detect the body temperature
(HikVision DS-2TD1217B-3/PA model [8]). In general terms, thermal cameras (or
infrared cameras) detect temperature by recognizing and capturing different levels
of infrared light. Inside of the camera, there are a bunch of tiny measuring devices
that capture infrared radiation, called microbolometers, corresponding to the camera
pixels [9]. Once the temperature of each pixel is recorded by the corresponding
microbolometer, a visual color image is created, by associating a color with the
received intensity, in order to facilitate the direct reading of the temperature: Each
temperature corresponds to an image color.

2.2 Cough Detection

Cough is the body’s way for the clearance of the central airways of inhaled and
secreted material that may be present because of many lung ailments [10]. The
frequency and intensity of patient’s cough have often been used by clinicians and
clinical researchers in diagnosis and treatment of many diseases, such as asthma,
tuberculosis, and pneumonia [11, 12]. However, such audio signals were detected
by using stethoscopes or through manual auscultations at schedule visits. Recently,
the automatic cough detection has received an important attention. Motivated by
the success of machine learning, in particular, deep learning, several researches
have shown promise performance in automatic audio analysis to diagnostic various
diseases like asthma [13]. This novel approach would provide some advantages that
may complement the issues with the existing biological testing approaches. Indeed,
medicine needs to be increased and the artificial intelligent can provide faster and
easy to access solutions.

In the COVID-19 context, the artificial intelligence (AI) coughing detection is
an opportunity for earlier and rapid diagnosis. It would be an effective tool in early
identification for testing, isolation, and contact tracing.

The most common approach for the AI model development dealing with cough
detection is to find features of the acoustics signal that make possible to discrimi-
nate, with high accuracy, between cough and non-cough sounds, such as speech and
laughter [14], and then to identify COVID-19 specific cough from non-COVID ones.
Recently, many research groups have focused on recording and diagnosis of coughs.
Imrane et al. [15] reported a preliminary study to detect coughs related to COVID-19
collectedwith smartphones applications,where 48COVID-19positive tested patients
versus others pathology coughs on which a combination of deep models are trained.
The sameproblemhas been investigated byBrownet al. [16], giving a binaryCOVID-
19 prediction model trained on a dataset of crowd-sourcing cough and breathing
samples from public members. Carnegie Mellon University [17] and the Cambridge
University [18] used web applications to upload population cough sounds along
with some additional information such as their demographics and medical history.
A group out of École Polytechnique Fédérale de Lausanne has created a web-based
application, which distinguish COVID-19 cough from other cough categories such
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as normal cold and seasonal allergies. All these applications ask users to cough into
the microphone on their device. Therefore, the recorded coughs would be voluntary
in nature. According to the literature, there are key differences between voluntary
and reflex cough events [19]. To address this issue, Han et al. [20] analyzed speech
recorded from hospital patients to automatically affected patients. In Ref. [21], a
novel coronavirus cough database (NoCoCoDa) is presented that has been collected
through online interviews with COVID-19 positive individuals as reflex COVID-19
cough events.

2.3 Breathing Rate

Symptoms of every disease vary depending on the function of the cells that were
damaged; in COVID-19, the virus infects the alveoli. Alveoli are the blood/lungs
interface at which oxygen passes from the lungs to the blood and carbon dioxide
passes from the blood to the lungs. Without functioning alveoli, each respiration
does not remove as much carbon dioxide from the blood or provide as much oxygen
to the blood as it used to. To make up for the loss of efficiency per breath, the body
is forced to undergo more respirations to provide the same oxygen supply [22, 23].

Respiratory rate, reported in respirations (breaths) per minute (rpm), typically
ranges from 12 to 20 rpm at rest. Each respiration has two phases: Inhalation and
exhalation. During inhalation, oxygen is brought into the lungs from where it is
transported throughout the body via the bloodstream, and during exhalation carbon
dioxide is eliminated. Respiratory rate is a remarkably stable metric, increased respi-
ratory rate can be considered to be one of the earliestmarkers of physiological distress
particularly in COVID-19 positive cases [24].

3 Methodology

3.1 Body Temperature Detection

In order to measure the body temperature, one solution is to focus the camera on
the tear duct point of the face, since it represents the strongest correlation between
the internal and external temperature among other body parts [25, 26]. Despite the
precise results of this solution, it will generally slow the process since it requires a
preprocessing stage to localize the tear duct point on the face. In addition, by using
this method, the temperature will be computed for each individual person with a
slight stop each time to remove the wearable objects such as glasses, which is not
practical especially in the crowded scenarios.

In order to overcome this problem, this paper describes another solution that is
based on averaging the temperature over all the face parts. The proposed technique
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Fig. 2 Some masks made with random colors from the palette (image obtained with the HikVision
DS-2TD1217B-3/PA camera)

starts by detecting the human faces that appear in the camera’s field of view. For this
purpose, the well-known face detection algorithm Haar cascade is applied [27, 28]
on the normal RGB image. Then the obtained results are projected on the thermal
image. In the subsequent step, for each detected face a colormask is assigned, starting
with the color of the highest temperature in the color palette (see Fig. 2). If this color
does not exist in the face image, the mask is moved to the color with less degree of
temperature. This process is repeated until the maximum temperature of a face is
detected. At each iteration, and to avoid false detection of temperature, the number
of pixels is checked in the mask (it must be between 0 and 2000 pixels). Once the
obtained mask corresponds to predefined condition, the temperature equivalent to
the color of the mask is selected as the maximum temperature of the face. At the end
of this process, the highest temperature is selected, and the persons corresponding
to this temperature are considered as having fever.

3.2 Cough Detection

For the COVID-19 cough detection, a high accuracy classifier based on the
mel-frequency cepstral coefficients (MFCC) convolutional neural network (CNN)
machine learning architecture, is used.

Data collection:

Two types of dataset are used in this work: cough labeled COVID-19 and not.

• Audio Set: This database of audio is taken from multiple YouTube videos events.
There are 871 cough events with no further descriptions other than segments being
labeled as a cough [29].

• Freesound: This is a free access collaborative sounds database recorded by many
users. There are 791 cough events [30]. The audio descriptions vary significantly.

• Coswara and Virufy: These databases have been developed with COVID-19
cough audio collected from a web and mobile applications. They were combined
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Fig. 3 a Cough signal, b cough spectrum, c cough MFCC

due to the low number of available COVID-19 audio samples (17 total audio
samples) [10, 31].

Feature extraction and classifier:

After loading audio data, the raw soundwaveform is resampled. Then, sound features
are extracted, by using Librosa python library for audio processing. A wide array of
features considered by previous researchers [30–32] but the MFCCs are among the
most useful in the field of automatic sound detection [33]. The MFCC is obtained
from the short-term power spectrum, based on a linear cosine transform of the log
power spectrum on a nonlinear mel scale [18], and it converts the audio to a type of
spectrogram, which is in a 2D image (see Fig. 3).

Inspired by the recent success of theCNN, an end-to-endCNNmodel is developed,
that ingestMFCC images and directly predicts a binary classification label indicating
the presence or not of cough and then pointing out the cough, characteristic of the
COVID-19 [34].

3.3 Breathing Rate

In recent years, there has been an increasing demand for unobtrusive and contact-
less but also reliable monitoring alternatives of breathing rate (BR). Therefore, new
monitoring solutions based onDoppler radar and imaging sensors (visible, mid-wave
infrared, and long-wave infrared imaging sensors) have been being proposed and
developed [35]. Thermal imaging, also denominated infrared thermography (IRT),
emerged as a promising monitoring in a wide range of medical fields [36].
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This paper presents a new algorithm to remotelymonitor BRby exploiting thermal
images, taken from the same infrared camera, used for temperature detection. This
approach permits an automatic detection and tracking of the region of interest ROI
(around the nostrils and/or mouth areas) in the first frame as well as a precise
estimation of the BR.

The proposed approach is based on the fact that temperature around the nostrils
fluctuates during the respiratory cycle (inspiration and expiration). Whereas during
inhalation cold air from the environment is inspired, during expiration warm air from
the lungs is exhaled. IRT is capable of accurately detecting this nasal temperature
modulation.

Object or region tracking is a fundamental task in video surveillance, human–
computer interaction, and monitoring activities. A large number of methods for
tracking have been proposed over the recent years. In this paper, open-source visual
tracking based on the Open Computer Vision (OpenCV) library, is used. Existing
algorithms are online boosting (OLB), multiple instance learning (MIL), median
flow tracker (MFT), tracking-learning-detection (TLD), and kernelized correlation
filters (KCF) [37].

In the proposed approach, the MFT is used because it is suitable for very smooth
and predictable movements when object is visible throughout the whole sequence
[38], which is the case in the video used for our system testing [39]. The first step is
the extraction of different frames from the video using a MATLAB developed code.
Then, the computational pipeline that has been commonly applied to studies on
thermal imaging-based physiological computing is implemented. It consists of three
main steps: the ROI selection, automatic ROI tracking, and spatial interpretation as
shown in Fig. 4 [40].

The simple averaging of temperatures on the ROI has been used to represent
the breathing signal. For each frame, the mean temperature value of the ROI was
calculated.

Fig. 4 Computational pipeline commonly applied to studies on thermal imaging-based physiolog-
ical computing [40]
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Table 1 Performance of our
approach on the 15 thermal
images

Temperature obtained by
thermal camera

Temperature obtained by
our algorithm

Error

36.3 36.27 −0.03

36.3 36.54 +0.24

36.0 36.17 +0.17

36.3 36.58 +0.28

36.5 36.68 +0.18

36.3 36.47 +0.17

36.0 36.15 +0.15

35.6 35.81 +0.21

37.8 37.92 +0.12

36.1 36.33 +0.23

37.3 37.4 +0.1

36.3 36.46 +0.16

36.0 36.23 +0.23

35.8 36.02 +0.22

Average error ±0.17

4 Results and Discussion

4.1 Body Temperature Detection

In terms of time complexity, the proposedmethod, using Python implementation, can
successfully run in real time. Mainly, the actual implementation takes about 0.04 s to
process one frame, which is considered efficient for processing thermal videos with
a real-time speed between 25 and 30 frames per second (FPS).

As for the overall performance, the proposed method is evaluated on a dataset of
15 thermal images containing different persons. This has been resulted in an average
error of 0.17 °C between the temperature given directly by the thermal camera and
the one computed by our approach. Table 1 resumes the obtained results.

4.2 Cough Detection

Our model is trained on more than 800 samples collected from non-labeled COVID-
19 dataset (Audio Set and Freesound). It can differentiate between cough sounds and
non-cough ones with accuracy of 96.5%. Due to the mall size of Coswara and Virufy
datasets and the lack of recognized database for this kind of cough, a continuous
progressive work is launched to discriminate the COVID-19 cough. Nevertheless,
the model shows good performances with the actual, even small, available database.



158 G. Zaz et al.

Indeed, theMFCCCNN architecture seems to be the higher accuracy audio classifier
compared to some other based on support vector machine [41], logistic regression
[41], and random forest [10].

The performance and accuracy of the model can be improved by increasing the
size of the database. This is possible by collecting cough sounds (labeled and not
COVID-19) from newopen-source databases [42] or by developing our own database
collected from clinical studies and recording.

Currently, some improvements are undertaken to increase of the classifier and
feature extractor performances to improve performance of ourmodel. A collaborative
work is also initiated with the Hassan 2 Hospital in Morocco to collect audios from
COVID-19 patients increasing thus the size of our database and to perform multiple
clinical tests to validate the real-time performances of our model.

Finally, our model will not only detect the cough sound but also locate the person
who coughs in a crowd-sourcing. The objective is to identify the coughed person
and lead them to the test, isolation, and contact tracing, which can stop the spread of
the virus. To do this, an image processing of motions will be used that occurs when
a person coughs, such as covering the nose and mouth or sneezing into the elbow.
This will be the subject of future works.

4.3 Breathing Rate

After frames extraction, the ROI is tracked on successive images. Then, the average
temperature is calculated in all obtained images.

With a video rate of 25 frames per second, the BR is about 1 cycle per 2 s (30 rpm).
This is slightly higher than the normal values of a healthymovingperson (13–20 rpm).
The accuracy of the results stills in progress. Indeed, the person on the video moves
slightly his head, and therefore, the extracted ROI is not accurate on all frames. The
improvement of the tracking process is crucial and currently examined closely.

The thermally expressed shape of the nostril can undergo significant deformations.
These deformations result fromheadmovements and breathing dynamics. OpenCV3
comes with a new tracking API that contains implementations of many single object
tracking algorithms (8 different trackers are available in OpenCV 3.4.1 including the
MFT). Investigations to find a more accurate algorithm have already started.

A dual-mode imaging system based on visible and long-wave infrared wave-
lengths can be used. The addition of RGB images will provide more accurate and
faster detection and tracking of face and facial tissue than in thermal images [43].

5 Conclusion

Social measures have been efficient to significantly reduce the spread on the COVID-
19 pandemic, but not to stop it. In fact, several countries in the world are currently
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suffering from several wave of the pandemicwhich ismore damaging. Unfortunately,
scarcity, cost, and delay clinical testing are significant factors behind the spread of the
virus. Motivated by the urgent need, this paper presents an intelligent, reliable, and
low-cost system that can remotely detect the main symptoms of COVID-19 disease:
fever, cough, and breathing difficulties. This is a multimodal approach where two
modalities sound and image together work toward creating a promising solution for
screening dense areas.

The first results of this solution are encouraged but it stills some efforts to be
done. Indeed, collecting more data mainly from open-sources COVID-19 databases
and clinical recording is in progress. This will allow analysis of a larger dataset,
with more advanced AI model. It has also been shown there is age difference in
temperature, cough, and breathing. The future work could focus on adapting the
model to differentiate age groups.

Our work will be extended to other approaches, such as image processing for
cough detection from movements and facial recognition with and without masks.
These approaches will make possible to identify suspect persons and then lead them
to clinical test, isolation, and contact tracing.

The relevant exploitation of the synergies between the different sources, on the one
hand, and of the volume and variety of available data, on the other hand, requires the
implementation of data fusionmethods able to handle the specificities ofmulti-sensor
systems.

Afirst prototypewill be installed at the entrance of theUniversity SidiMohammed
Ben Abdellah (USMBA) at the faculty of Sciences and Technology of FEZ.

Finally, this solution is not meant to compete with clinical testing. Instead, it
offers a suitable tool to operational needs requiring complete, timely, efficient, cost-
effective, and reactive diagnosis. Most importantly, it will give a safe monitoring,
suspects tracing and thus controlling the spread of the pandemic.

For those who can be interested by this project, a call for collaborative and
innovative idea is launched here, all over the world.
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Chapter 12
A Comparative Study of Deep Learning
Models for COVID-19 Diagnosis Based
on X-Ray Images

Shah Siddiqui , Elias Hossain , Rezowan Ferdous , Murshedul Arifeen ,
Wahidur Rahman , Shamsul Masum , Adrian Hopgood , Alice Good ,
and Alexander Gegov

Abstract Background: The rise of COVID-19 has caused immeasurable loss to
public health globally. The world has faced a severe shortage of the gold standard
testing kit known as reverse transcription-polymerase chain reaction (RT-PCR). The
accuracy ofRT-PCR is not 100%, and it takes a fewhours to deliver the test results. An
additional testing solution to RT-PCR would be beneficial. Deep learning’s superi-
ority in image processing is characterised as the most effective COVID-19 diagnosis
based on images. The small number of COVID-19 X-ray images in existing deep
learning methods for COVID-19 diagnosis may degrade the performance of deep
learning methods for new sets of images. Our priority for this research is to test
and compare different deep learning algorithms on a dataset consisting of many
COVID-19 X-ray images. Methods: We have merged the publicly available image
data into two groups (COVID and Normal). Our dataset contains 579 COVID-19
cases and 1773 Normal cases of X-ray images. We have used 145 COVID-19 cases
and 150 Normal cases to test the deep learning models. Deep learning models based
on CNN, VGG16 and 19, and InceptionV3 have been considered for prediction. The
performance of thesemodels is compared based onmeasurements of accuracy, sensi-
tivity, and specificity. In the deep learning models, the SoftMax activation function is
used alongwith theAdamoptimiser and categorical cross-entropy loss. A customised
hybrid CNNmodel found in literature is considered and compared to explore how the
inclusion of many COVID-19 X-ray images could impact the model’s performance.
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Results: The accuracy of the considered deep learning models using InceptionV3,
VGG16, and VGG19 algorithms achieved 50%, 90%, and 83%, respectively, in pre-
dicting the X-ray images of COVID-19. We have shown that number of COVID-19
X-ray images does have a significant impact on the model’s performance. A cus-
tomised hybrid CNNmodel found in the literature failed to perform well on a dataset
consisting of a large number of COVID-19 X-ray images. The customised hybrid
CNNmodel reached an accuracy of 71% on many COVID-19 X-ray images. In con-
trast, it achieved 98% accuracy on a small number of COVID-19 X-ray images. It is
also observed from the experiments that the VGG16 performs well with an increased
number of images. Conclusions: A maximised number of COVID-19 X-ray images
should be considered in building a deep learning model. The deep learning model
with VGG16 performs the best in predicting from the X-ray images.

Keywords Coronavirus (COVID-19) · RT-PCR ·Machine Learning (ML) · Deep
Learning (DL) · X-ray images

1 Introduction

The COVID-19 pandemic is caused by the novel coronavirus known as severe acute
respiratory syndrome coronavirus (SARS-COV-2) found inWuhan city, China, at the
end of 2019 [21]. SARS-COV-2 and other viruses from the corona family known as
MERS-COV 2 are responsible for causing respiratory disease in humans. The death
and the transmission rate by this virus are very high, and it can survive a few hours
to few days in the environment. The primary symptoms of COVID-19 are fever,
cough, headache, muscle pain, and shortness of breath [13, 17, 24]. It spread so fast
from Wuhan, China, to the whole world that it was declared as a global pandemic
[18, 21]. Around 2.9 million people had died due to covid infection by 8 April 2021
[6]. On the contrary, some countries are now facing the third wave, and the virus is
changing its variant and spreading so fast that it is hard to imagine what will happen
shortly [5]. Therefore, the early detection of a corona virus-infected person is of
great importance to slow down the spread and death [11, 17]. The gold standard
diagnostic technique for COVID-19 is the reverse transcription-polymerase chain
reaction (RT-PCR) [7]. However, RT-PCR is not fast enough for the diagnosis of
COVID-19 because RT-PCR takes about 4–6 hours to provide an outcome which is
time-consuming. Also, the shortage of RT-PCR kits creates another challenge [11,
12]. Furthermore, RT-PCR’s implementation and standardisation were hampered in
many countries due to the cost, availability, and technology. Therefore, many lower-
and middle-income African, Asian, and Latin American countries have failed to
implement RT-PCR testing at the beginning of the pandemic. It was also confirmed
that in China, the CT chest findings’ sensitivities were as high as 98% compared to
71% for RT-PCR [1, 8].

Many deep learning models are currently being used experimentally to detect
COVID-19 from X-ray and CT imaging [6, 17, 26]. In our previous study, “Deep
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Learning models for the diagnosis and screening of COVID-19: A systematic review
(accepted)”, in Google Scholar and PubMed, we found a total number of 188 titles
in September 2020, whereas a recent search during 12 April 2021 with the exact
keywords have found 646 titles. Through our analysis, we have observed that X-ray
mainly was used for the theoretical implementation of deep learning as CT images
pose several challenges in detecting COVID-infected region using deep learning
algorithms. The challenges imposed by CT images are less applicability, slower
image acquisition, high cost, and limited sensitivity [24]. On the contrary, chest
X-ray-based ML models for COVID-19 diagnosis have become the popular early
detection technique recent days because of its various salient features like it can be
used in emergencies using portable device [25], cheaper, faster, and reliable method
[24]. An automated, faster, and reliable COVID-19 diagnosis method algorithm with
better performance can save the RT-PCR kits [20]. Therefore, there is increasing
interest in deep learning models in many publications in the last several months.

We have also observed the cost and availability between the RT-PCR and X-ray
to diagnose COVID-19. X-ray imaging is painless and cheap compared to RT-PCR
[15, 30]. In the UK, we have noticed that the lowest cost of an X-ray is £, but the
maximum cost is £ compared to the PCR test which is £ [29]. However, RT-PCR kits
are widely available in high-income countries, whereas in Bangladesh, an X-ray cost
is from 450 BDT to 1200 BDT, but RT-PCR is 3000 BDT [10, 16]. In India, X-ray
images’ cost is a minimum of RS183, and the maximum is RS 1370. On the other
hand, RT-PCR has a RS 980 to RS 1800 [15, 30]. X-ray images in South Africa cost
approximately R2500. RT-PCR, on the other hand, has a minimum price of R1150
[9, 27]. Furthermore, many low- and middle-income countries (LMICs) struggle to
cope with the shortages of the RT-PCR testing kits and the technology, and we need
an alternative testing solution to RT-PCR [14].

Researchers are trying to investigate the power of AI or ML techniques in diag-
nosing COVID-19 based on medical imaging and are restructuring the system to
alleviate this problem. Therefore, deep learning with X-ray images is gaining pop-
ularity to use available data and technology [3]. But the main concern with most of
these ML models is that they are trained and tested with smaller size dataset, and
practical implementation is limited. Therefore, considering all the above scenarios,
we have decided to progress our research to inspect some of the published literature
and models based on the chest X-ray image.

In healthcare services like ML-based automated diagnosis systems, performance
depends on the reasonable amount of dataset used during the training phase. Gener-
ally, a large dataset enhances the classification performance of the predictive model.
Still, a small dataset leads to an overfitting problem [2]. More specifically, CNN-
based ML models require a large dataset to work correctly [4]. Since most of the
models’ design for X-ray-based COVID-19 diagnosis includes the CNN model, it is
a significant issue to analyse their performance in various dataset sizes.

To overcome this issue related to the dataset, we have collected the dataset used
in various papers by emailing the corresponding authors. Combining all the datasets,
we have prepared a dataset of 2352 images containing 1773 standard images and
579 COVID images. In particular, we have taken a hybrid deep learning model
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proposed in [17] and reimplemented it with the paper’s dataset for training and
testing. The proposed model used DarkNet to detect and classify COVID-19 patients
as binary classification and multiclass classification using CXR images. The dataset
used for this model includes 125 COVID-19 cases, 500 normal and 500 pneumonia
cases. COVID sample dataset is very low in number for training the deep model.
We also tested the model based on our prepared dataset. We have also considered
VGG16, VGG19, and InceptionV3 algorithms and used our training and testing
dataset. Furthermore, we have compared these models’ performance in terms of
performance metrics like accuracy, sensitivity, and specificity.

This study is divided into four main sections; in Sect. 2, we have described our
methodology’s detailed procedure, including data preparation, preprocessing, model
training, and testing. In Sect. 3, we discussed the results found from the experiment
and compared the results. Finally, Sect. 4 concludes this paper.

2 Methodology

2.1 Dataset Preparation

We have considered all the papers included in our previous systematic review work.
We have emailed all the authors to request their dataset and received seven datasets
in response. Three of the datasets are used here (of the others, one was CT images
and three were corrupted). The datasets for this study are represented in the below
table. The dataset contains 2352 images, consisting of 1773 normal images and 579
COVID images. The training dataset consists of 2057 images, which contains 1623
normal images and 434 COVID images. In contrast, the test dataset consists of 295
images containing 150 normal images and 145 COVID images (Table 1).

Table 1 Dataset considered for this study
Ref COVID Non-COVID Pneumonia MERS SARS Streptococcus Varicella Augmented

Toğaçar
et al. [26]

271 65 98 × × × × ×

Ozturk
et al. [17]

125 500 500 × × × × ×

Islam
et al. [11]

183 208 1525 × × × × 912

Pereira
et al. [19]

0 1000 11 10 11 12 10 ×
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2.2 Data Preprocessing

Data preprocessing has been carried out in several steps. Firstly, the image sizes were
reduced and image augmentation was performed. Since the images in the training
sample were of different sizes, they had to be resized before being used as inputs
to the algorithm. Square images were resized to 256× 256 pixels in resolution.
Rectangular images were resized to 256 pixels on their shortest line, and then the
image’s middle 256× 256 square was cropped. Image data training augmentation
was used to have 224× 224 images.

2.3 Models

Themodels that are considered for comparison areVGG16 andVGG19 [22]. VGG16
and 19 are the variants of the VGG machine learning model, which focuses on the
CNN’s depth feature. This model consists of the input layer, hidden layer, convolu-
tional layer, fully connected layer. BesidesVGG,we also considered the InceptionV3
[23] model, whose underlying architecture is also CNN. This version improves sev-
eral features like label smoothing. Finally, the customised CNNmodel was proposed
in [17] to detect COVID-19 patients from chest X-ray images. We have reimple-
mented this model and compared it with the models mentioned above.

2.4 Model Training and Testing

The environment for implementing our models comprises Intel Core i9-10885H (8
Core, 16MBCache, 2.40–5.30GHz, 45W, vPro), 32GBRAM,NVIDIAQuadroRTX
5000 w/16GB GDDR6. We used the train and test dataset mentioned in Sect. 2.1 for
training and testing our models. The loss function used was categorical cross-entropy
loss with Adam optimiser. The target size of the image and batch size was 224× 224
and 32, respectively. Finally, the epoch size was taken as 50 for each of the models.

2.5 Performance Metrics

We have considered three metrics to evaluate and compare the models that we have
considered: accuracy, sensitivity, and specificity. They are defined as follows in terms
of true positive (TP), true negative (TN), false positive (FP), and false negative (FN).

Accuracy = T P + T N

T P + T N + FP + FN
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The accuracy of the model is the proportion of the total dataset that is classified
correctly.

Sensitivity = T P

T P + FN

The sensitivity defines the model’s ability to generate a correct positive result for
people with COVID-19.

Specificity = T N

T N + FP

The specificity defines the model’s ability to generate a correct negative result for
people who do not have COVID-19.

3 Results and Discussion

We have considered various datasets initially to inspect the models. First, we have
run all the models with the smaller dataset to see the performance and actual data.
For this review, we present only the results of the final datasets to understand the
performance.

Table2 compares the models’ image quantity, accuracy, sensitivity, and speci-
ficity. We have compared and evaluated the models using these metrics, where
VGG16 performed well in all three categories compared to all other models. VGG16
gained 90% accuracy compared to 83% for VGG19, 71% for Customised CNN
[2] and 50% InceptionV3. VGG16 achieved 90.90% in the sensitivity parameters,
whereas VGG19 achieved 76.92%, InceptionV3 and Customised CNN [2] achieved
69.93% and 70.71% respectively. VGG16 achieved 89.04% for specificity parame-
ters, whereas VGG19 achieved 88.43%, Customised CNN [2] achieved 70.32%, and
InceptionV3 achieved 28.57%.

Table3 compares themodels’ performance using our dataset and the actual dataset
of Ozturk et al. [17], showing how the performance varies with the image quantity.
The Customised CNN achieved 98% accuracy, where it contains only 125 COVID
images. With our dataset of 579 COVID images, the Customised CNN accuracy was

Table 2 Performance comparison

Models Image quantity Accuracy (%) Sensitivity (%) Specificity (%)

InceptionV3 2352 50 69.93 28.57

VGG16 2352 90 90.90 89.04

VGG19 2352 83 76.92 88.43

Customised CNN
[17]

2352 71 70.71 70.32
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Table 3 Comparison based on image quantity

Models Image quantity Accuracy (%) Sensitivity (%) Specificity (%)

Customised CNN [17] 1127 98.08 95.13 95.30

VGG16 1127 98 62.50 100

Customised CNN [17] 2352 71 70.71 70.32

VGG16 2352 90 90.90 89.04

71%. The model with the VGG16 algorithm shows the same performance with our
dataset as the Ozturk et al. dataset. The model with the VGG16 algorithm failed to
match the sensitivity and specificity on Ozturk et al. compared with the 125 COVID
images. However, the model with the VGG16 algorithm gained the correct balance
between sensitivity and specificity with our dataset, which contains 579 COVID
images.

Figure1a, b shows the accuracy and loss curve of VGG16, respectively, where
the training and test data almost overlap each other, showing the satisfactory per-
formance of this model. Figure1c, d shows the accuracy and loss graph of VGG19,
respectively, where the training and test data are separated from each other, showing
worse performance compared with VGG16. However, InceptionV3 performed very
poorly compared with both VGG16 and VGG19. Figure1e, f shows the accuracy
and loss graph of InceptionV3, where the training and test data are widely separated.

Figure2a, b, and c shows the confusion matrix for VGG16, VGG19, and Incep-
tionV3.VGG16wrongly predicted 13COVID cases and 16 normal cases. In contrast,
VGG19 wrongly predicted 33 COVID cases and 17 normal cases. Finally, Incep-
tionV3 wrongly predicted 43 COVID cases and 106 normal cases. Therefore, the
performance of VGG16 is the best of the three.

We have also compared the customised CNN [17] model with our dataset.
Figure3a shows the confusion matrix of their dataset, which can be compared with
our dataset in Fig. 3b. In the first run (a), 6 COVID cases and 1 normal case were
wrongly predicted. In contrast, in the second run (b), 46 COVID cases and 41 nor-
mal cases were wrongly predicted. Therefore, this CNN model is not performing
adequately when we ran an extensive dataset. We present some of the alternative
models and their performance in this section. Table4 represents the selected models
with different datasets. We have observed that the proposed model by Toğaçar et al.
[26] is a MobileNetV2 and SqueezeNet-based COVID-19 diagnosis method based
on X-ray images. The experimental phase of the proposed model shows a dataset
that includes only 295 images.

Rajaraman et al. [21] proposed an iteratively pruned deep learning model for
COVID-19 diagnosis. Though the dataset contains 6761 normal, 5412 pneumonia,
and 2538 bacterial images, the COVID cases were only 268. Islam et al. [11] used
the dataset of 613 COVID-19 cases, 1525 pneumonia, and 1525 normal cases of X-
ray images for training and testing their proposed combined CNN and LSTM-based
deep learning model COVID-19 diagnosis. Although the dataset for that study con-
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(a) VGG16 Accuracy (b) VGG16 Loss

(c) VGG19 Accuracy (d) VGG19 Loss

(e) InceptionV3 Accuracy (f) InceptionV3 Loss

Fig. 1 Training loss, validation loss, training accuracy, and validation accuracy for VGG16,
VGG19, and InceptionV3

tains more COVID images than our dataset, we could not confirm their performance
with any of our experiments as we did not receive either their model or dataset to
make a comparison. Ucar and Korkmaz [28] considered two large datasets for their
experimental purpose but unfortunately, among 5949 images of one dataset, only
76 COVID cases were present. The other dataset comprises only 45 COVID cases.
Panwar et al. [18] used a small dataset of 337 total images and 192 COVID X-ray
cases. However, the authors performed image augmentation to increase the number
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(a) VGG16 Confusion matrix
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(b) VGG19 Confusion matrix
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(c) InceptionV3 Confusion matrix

Fig. 2 Confusion matrices of the experimental models
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(a) Confusion matrix Ozturk et al. (2020)
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(b) Confusion matrix for our dataset

Fig. 3 Confusion matrices of customised CNN models



172 S. Siddiqui et al.

Table 4 Selected models with different datasets

Model name Image quantity COVID images Accuracy (%) Sensitivity (%) Specificity (%)

VDSNet [26] 348 295 70.80 64 62

Pruned [21] 14,979 268 99 99 99

CNN+LSTM [11] 3363 613 99.20 99.30 99.20

COVIDiagnosis-Net
[28]

5949 76 98.3 98.2 99.1

Panwar, Gupta [18] 529 192 97 97.62 78.57

of images. All the above studies have used limited datasets for their models, so their
training and testing ML models may not perform well for a larger COVID dataset.

We have identified some high accuracy, sensitivity, and specificity models with
the corresponding results compared with other papers.We can see that CNN+LSTM,
pruned deep learning model, and COVIDiagnosis-Net achieved 99% results. How-
ever, the number of samples of COVID images considered for training and testing is
small in size. If those models are trained and tested with a larger dataset, they might
also show poor performance.

4 Conclusions and Future Work

This study has prepared a large dataset containing COVID-19 chest X-ray images
and non-COVID-19 X-ray images, which has been achieved by combining publicly
available data found in the existing literature. Comparative analysis of algorithms
suggests that the model with VGG16 algorithms performs best and outperforms oth-
ers in predicting COVID-19 fromX-ray images. This study indicates that the number
of COVID-19 X-ray images in the dataset plays a vital role in the model’s perfor-
mance. The maximum number of COVID-19 X-ray images should be considered for
training and testing a reliable deep learning model. We plan to increase the number
of COVID-19 X-ray images in our dataset further to allow a deeper investigation and
comparison of the deep learning methods’ scope in detecting COVID-19 patients
from X-ray images.
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Chapter 13
Fuzzy Cognitive Maps Applied
in Determining the Contagion Risk Level
of SARS-COV-2 Based on Validated
Knowledge in the Scientific Community

Márcio Mendonça, Rodrigo H. C. Palácios, Ivan R. Chrun, Acácio Fuziy,
Douglas F. da Silva, and Augusto A. Foggiato

Abstract Due to the current pandemic that is causing psychological problems,
sequelae, in some cases, irreparable damage, and, mainly, leading people around the
planet to death; this work aims to create an intelligent application from a validated
table, presented by Texas Medical Association. Specifically, the application of fuzzy
cognitivemap can facilitate the contagion risk level’s inference of SARS-CoV-2 from
information on human behavior of everyday life. As a possible contribution of this
investigation, in addition to the listed and classified risks, the individual’s behavior
should mitigate or increase his contagion risk level. The results are presented and
normalized on a scale from 0 to 10.

Keywords Fuzzy cognitive maps · Diagnosis · Simplified comportamental
dynamic fuzzy cognitive maps · COVID-19 contamination risk level

1 Introduction

The current COVID-19 pandemic is due to the severe acute respiratory syndrome
coronavirus 2 (SARS-CoV-2), which belongs to the Coronaviridae family, of the
B-line of beta-coronaviruses [1]. The viral structure consists of a single-stranded
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ribonucleic acid (RNA), with four main structural proteins encoded by the coron-
aviral genome in the envelope, the nucleocapsid protein (N) being the spike protein
(S), a small membrane protein (SM), and the glycoprotein membrane (M) with an
additional glycoprotein membrane (HE), which allow entry and replication in the
host cell [1, 2].

COVID-19 has the capacity to be transmitted mainly from person to person
through direct contact, or through respiratory droplets, which are released when
an infected person coughs or sneezes [3]. Thus, during health activities and proce-
dures, such as intubation and airways aspiration, allow the exhalation and inhalation
of aerosols, enabling the infection to occur between individuals [4].

As it is an emerging acute respiratory infection, and for the time being, there is
no specific drug recommended to prevent or treat the disease, and it lacks effective
methods to control and treat the infection [5]. The first prevention approaches were
social isolation measures [6]. In addition, public health agencies have also adopted
methods of quarantine, social distance, and community containment measures [7].

It is not within the paper’s scope to discuss the virus structure and behavior itself.
However, it can be found in the literature several papers addressing those; it can
be cited in topics of transmission [8], incubation [9, 10], behavior inside humans
[11, 12], virus survival rates and contamination [13–15], symptoms in patients [16–
21], preventive measures [5–7], and precautions and hygiene for professionals and
general population [22–28].

To better understand the COVID-19 and its effects in the population and the
economy, several papers applied intelligent systems to analyze the current situation.
For instance, in [29], it is presented a novel software utility for 2-D ANOVAwithout
replication, an intuitionistic fuzzy two factor ANOVA, an extension of the classical
ANOVA. In order to analyze imprecise numbers, this tool is based on intuitionistic
fuzzy sets (IFSs) using a software implementationof indexmatrices (IMs) to calculate
the results. Thus, this utility is applied to find the dependencies of the COVID-19
case notification rate per 100,000 people in European countries, up to June 24, 2020,
aiming to investigate the effect of “density” and “climate zone” factors. At last, the
results are compared between the proposed utility software and the classicalANOVA.

In [30], the author’s proposed method uses a new swarm intelligence (SI) method,
called marine predators’ algorithm (MPA), improved by the use of the moth-flame
optimization (MFO). It is used as amulti-level thresholding (MLT)method for image
segmentation and medical image segmentation, such as COVID-19 CT images. The
proposedmethodwas extensive compared to other several techniques, such as GWO,
SSA, CS, among others. The results presented showed that the proposed method
outperforms the other methods in terms of structural similarity index (SSIM), peak
signal-to-noise ratio (PSNR), and fitness value.

The work of [31] proposes an integrated methodology based on machine learning
for evaluation andbenchmarkingvarious classifiers forCOVID-19diagnosis.Aiming
as an assist tool to help the decision-makers in the medical and health organization
to decide which the best classifiers system should be used for COVID-19 diagnosis
by evaluating different classifiers models, using chest X-ray data. It is compared 12
diagnosis models based on 12 well-known algorithms in the literature, e.g., neural
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network, naive Bayes, logistic regression, and others; through an integrated MCDM
method with TOPSIS and entropy, where the and the integration of TOPSIS and
entropy methods. Where the former is used for benchmarking and ranking purpose,
while the latter to calculate the weights of criteria.

In this context, the main objective of this research is to quantify the level of
COVID-19 contagion risk through an already valid table in the literature and the
behavior of individuals. Sciophyte objectives can be seen in the virus contagion
biological basis. And finally, formalize an adaptation of Dynamic-FCM, already
validated tool by the scientific community, as it has been published in IEEE journals
and conferences on several occasions, for the proposed application. The motivation
for this research is social. After validating the results of the tool, it will be to develop
a software that, through a form, provides its information and obtains the level of
contagion risk of the virus, possibly even an APP for cell phones. The APP develop-
ment will be possible due to the low computational complexity of the fuzzy cognitive
maps, which will be presented on the next section.

This paper is divided as follows. Section 2 justifies, formalizes, and mentions
some application areas, an intelligent computational tool applied to estimate the risk
level. Section 3 presents an adaptation of extension D-FCM, proposed in this work
that sCD-FCM. Section 4 presents examples of individuals and discusses results.
Finally, Sect. 5 concludes and addresses future work.

2 Fuzzy Cognitive Maps’ Background

Proposed in 1986 by Kosko [32], fuzzy cognitive maps (FCMs) can be seen as a
class of artificial neural networks (ANN), which represent knowledge in a symbolic
way and variable states reports, based on exits and entrances events, using a cause-
and-effect approach.

The FCMs, when compared to artificial neural networks, have several important
advantages such as the relative ease of representing knowledge structures and the
simplicity of the inference that is calculated by numeric matrix operations [33, 34].
In short, FCM combines aspects, such as the robustness of fuzzy logic and neural
networks [35].

FCMs aim at modeling and simulating dynamic systems. They exhibit numerous
advantages, such as a model of transparency, simplicity, and adaptability to a given
domain, among others. FCMs have been applied to numerous industrial areas, such
as the work of Mendonça et al. [36]. The proposed extension modifies the simulation
model of a classic Kosko FCM [32], due to the canonical FCM not dealing with
time, some of which can be found in [37]. One of the difficulties of the work was
to determine the aspects, variables, or concepts of the FCM. The construction of
these models can be done in two ways, based on the knowledge of specialists in the
area (as was the case with this research) and based on historical data [38], or even
an approach that uses both complementary methods [39]. Finally, the FCM can be
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Fig. 1 Example of a cyclical FCM

cyclic or acyclic. The former has one or more cycles between concepts and their
causal relationships as shown in Fig. 1.

It can be seen in this figure that there are several cycles between the connections
of causal relationships and their respective concepts. For example, the cycle formed
between the concepts C6, C7, and C8. It is noteworthy that the proposed model of
this research uses an acyclic cognitive model.

The fuzzy cognitive maps (FCM) consist of an approach developed by the knowl-
edge of experts for the construction of scenarios, often used to register several mental
models with the variables of the problem concepts (circles in the graph), and the arcs
are the relations of cause and effect and can be determined in twoways, manually and
automated; the former is used for this work (it can result in large and complexmodels
that are difficult to analyze because they occur indirect effects, loops feedback and
time intervals [32]). The main reason for its use is to infer decisions by applying
human reasoning methods in uncertain environments. Several fields of research are
being investigated using FCM, for example, industrial, logistics, medical, among
others [39].

There are usually two types of FCM, manual FCMs and automated FCMs [40].
Manual FCMs are produced manually by specialists (the development methodology
applied in this research), and automated ones are produced by historical data. In addi-
tion, there are different types of adjustment functions and are used in the evolution of
the values of the FCM concepts (FCM inference) [38]. Another possible construction
of the FCM is the coexistence of two methods, which use historical knowledge and
expert knowledge [39].
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There are several applications of FCMs in the literature, such as Virtual Worlds
[41], Mendonça and collaborators [42], social systems [43], decision making on fast
access roads [44], modeling and decision making in corporate environments and
electronic commerce [45], spot detection in images generated by a stereo camera
system [46], autonomous navigation [47], swarm robotics [48], agriculture [49],
among others. Some of its application areas can also be seen in [37].

Despite the aforementioned advantages of FCM, the classic version of Kosko has
a drawback. The canonical version does not deal with time. Thus, the community
proposed to diversify FCM extensions or even cognitive models inspired by Kosko’s
original proposal. One can cite the works of [50] which uses concepts: functions of
pertinence, causal relations: base of rules. Two other important extensions found in
the literature are DCN [51] which uses concepts that assume a set of values, causal
relationships represented by dynamic systems and TAFCM [52] which employs the
addition of concepts of temporal automata, alteration of the cognitive map [53],
among others.

However, despite the temporal disadvantage of the canonical version, the FCM
has a low computational complexity and allows, for example, to be embedded on a
low-cost controller, such as the work [54].

The formal representation of the FCM adopted in this work is in the tuple format
(C, W, S, f ): C is the set of concepts used to build the FCM [55], adopting values
ranging from −1 to 1. Following (i) and (ii) in coherence with Eqs. (1) and (2) [56].
A formalism computes similar tuple-like structure that can be used to model an FCM
similar to the work of Mendonça and collaborators [54].

(i) C = {C1,C2, . . .}: set of concepts n FCM.
(ii) W : (, ) is the weight (causal relationship) that links the concepts of input and

output.

Among the various FCM inference relationships found in the literature, Eqs. 1 and
2 represent two of the most used ones. In these equations, fc is the concept activation
function; wi is the concept value j , representing the causal relationship between i
and j ; and λ is the learning rate.

f (xi ) = fc

⎛
⎝

n∑
j=1

Wj ∗ x j

⎞
⎠ (1)

fc = 1

1 + e−λx
(2)

3 sCD-FCM Development

In this simplified comportamental dynamic fuzzy cognitive map (sCD-FCM), an
adaptation of D-FCM to include the necessary human behavior in the development
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of this research. More details of the D-FCM and its applications can be found in the
works of Arruda and collaborators artificial life [57–61]. In these papers, the D-FCM
uses a statemachinemanaged by an architecture inspired byBrooks’ subsumption, in
which a robot’s sub-behaviors are activated by rules or events and change its model’s
structure.

Themain changes are: The statemachine is replaced by a form inwhich, according
to the answers, the model can be changed. As, for example, the concept related to
attending the gym can have zero weight, and consequently, the cognitive model
should vary according to different behaviors of people. In this model, the adjustment
of the concepts will be made according to the individual’s behavior in a similar way
to the classic FCM, whereas the other concepts will have the weights pre-defined
in Table 1, based on the Texas Medical Association COVID-19 risk chart [62]. One
observation is that weights will vary within their range [0–1], in which the closer to
zero, the better the individual’s behavior in the investigated concept. In summary, the
intensity of the weights will be in accordance with the normalized values in the table
and the individual’s behavior will adjust the weight of the concept within its range. A
priori, three concepts about behavior will be included in the cognitive model which
are, social distance, washing your hands with alcohol gel, water, and soap or both
when it touches a public surface, and the use of PPE.

An algorithm with the development stages of the sCD-FCM can be presented in
Table 2.

The data entered in the FCM are as follows: the concepts are based on the Texas
table, and the subject must answer about the framework presented in the form. The
weight is given as shown in Fig. 2, with the addition of three weights as already
mentioned. The individual will give a grade from zero to ten, according to the
three items mentioned about his behavior. Posteriori, this score will be normal-
ized, since the sCD-FCM weights must vary from 0 to 1 for a better computational
processing. After completing the form, the system will calculate the individual’s
risk level according to his behavior and items framing in Table 1. The following

Table 1 sCD-FCM development stages

Step Description

1 Abstract the cognitive model with the cause-and-effect relationships in accordance with
the table variables

2 Identify and verify each individual analyzed in their context. In this step, the
cause-and-effect relationships will be normalized and according to the values established
in Table 1

3 Behavioral relations will be assigned values from 0 to 1

4 Execute the computational code according to data provided by the users which are
normalized by a simulated worst-case experiment, considered to be the maximum level of
risk

5 Validate the results obtained by the sCD-FCM with the instantiation of at least 3 cases of
different individuals
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Table 2 COVID-19 contagious risk level by activity

Risk Level Activity Group

0.1 Opening mail Low-risk activities

0.2 Getting takeout

0.2 Pumping gasoline

0.2 Participating in a tennis game

0.2 Camping

0.3 Going to the supermarket Moderated-low risk activities

0.3 Walking, running, or bike riding with others

0.3 Playing golf

0.4 Spending two nights at a hotel

0.4 Waiting in a doctor’s office

0.4 Spending time at the library or museum

0.4 Eating outside at restaurants

0.4 Walking in a busy sidewalk downtown

0.4 Going to the playground for an hour

0.5 Dinning at someone else’s house Moderated-risk activities

0.5 Going to a backyard barbecue

0.5 Spending time at the beach

0.5 Going to the mall

0.6 Taking the kids to camp, school, or day care

0.6 Working, for a week, in an office building

0.6 Going to the public pool

0.6 Visiting a friend, or a senior relative, house

0.7 Getting a haircut at a hair salon or barbershop Moderated-high-risk activities

0.7 Eating inside at restaurants

0.7 Going to a wedding or funeral

0.7 Taking a plane

0.7 Playing a game of basketball

0.7 Playing a game of football

0.7 Greeting a friend, hug or handshake

0.8 Going to buffet restaurants High-risk activities

0.8 Going to the gym

0.8 Spending time at an amusement park

0.8 Watching a movie at the theater

0.9 Going to a music concert

0.9 Attending sports matches at the stadium

0.9 Attending to 500+ worshipers religious services

0.9 Drinking or eating at a bar
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Fig. 2 Concepts C1 to C32 are related to certain activities (e.g., going to the mall, playing tennis)
and C33 to C35 as preventivemeasures (e.g., using PPE). Themodel infers this data throughweights
and selection concepts that dynamically change its structure and evaluate the data to a normalized
value, which represents a contagion risk level

criterion is applied in order to have a plausible result: the worst case will be hypo-
thetically an individual who fits all items in the table with the highest score on their
behavior, emphasizing that the score attributed to each item of behavior is inversely
proportional to the individual’s behavior.

In order to normalize the data from 0 to 100%, the value obtained in the hypo-
thetical worst situation, in which the individual fits all the items in the TMA chart
[62], and has a bad behavior, assigning maximum score in the three modeled items,
which will be used as the denominator of all analyzes. Equation 3 presents the
standardization methodology adopted for the risk level of each individual.

Risk Level = sCD - FCMcurrent evaluation

Worst case
(3)

4 Results

As mentioned above, the worst-case scenario, in which the individual fits all items
in the table and has bad behavior, will be used to normalize the risk levels. Figure 3
shows its result.
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Fig. 3 Risk evaluation of the worst-case scenario

According to the development presented, to instantiate this tool is presented three
real cases, where the subjects answered the form.

Three individuals were analyzed, a one younger, less than 30 years, an elder one,
around 76 years old, and a half age one, of 50 years old. It is considered the following
criteria for the risk level, very low in 0 to 20%, low 21 to 40%, medium 41 to 60%,
high 61 to 80%, and very high 81 to 100%.

Figure 4 presents the risk level of the individual of approximately 30 years of
age, who falls under items 1, 2, 3, 6, 10, 12, 15, 22, 24, in the table. Regarding the
behavior of wearing a mask 0.2, social distance 0.3 and washing hands 0.4. The risk
level of this individual will be 34.32%, a low-risk level.

Figure 5 presents the 76 years old risk level. This individual falls under items 1, 2,
3, 6, 10, 12, 13, 16, 23, and 24. Regarding the behavior, keeping the mask hygienize
0.4; social distance 0.7 and washing your hands when you return home 0.1.

The level of risk for the elderly, evaluated by the proposed tool, is 24.04% also
considered low, however tending toward the very low-risk range.

The middle-aged individual, almost 50 years old, falls under items 1, 2, 3, 6, 7,
10, 12, 13, 15, 16, 22, 23, 24, and 31. Regarding the behavior of wearing a mask 0.3,
social distance 0.3, and handwashing 0.1. Despite attending a high-risk environment
gym, this individual compensated with low levels of behavior and obtained a 23.6%
risk level, a low-risk tending to very low risk. Its results can be seen in Fig. 6.

With this initial sample, the age group was not so relevant. The highest index was
for the 30-year-old; however, the middle-aged individual had a lower level than the
elderly. Emphasizing that the elderly belongs to the risk group due to age, have high
blood pressure and is pre-diabetic.

It is noteworthy that even the middle-aged individual had partaken in a high-risk
activity (item 34—going to the gym), the sCD-FCM results were lower risk than
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Fig. 4 sCD-FCM risk evaluation: 30-year-old individual

Fig. 5 sCD-FCM risk evaluation: 76-year-old individual

the younger individual, due having more preventive actions toward the behavior of
wearing mask, social distance, and hand sanitizing.

These results, although initial, should certainly help raise the population’s aware-
ness of the risk of contagion fromCOVID-19. An observation that can bemade about
the convergence of the sCD-FCM is that due to its acyclic graph, it converged in just
one step and reached a fixed point.
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Fig. 6 sCD-FCM risk evaluation: 50-year-old individual

5 Conclusion

The analysis of the risk levels of SARS-CoV-2 disease with fuzzy cognitive map,
will help people to raise awareness and prevent the possible places and environments
that the users should pay more attention.

The sCD-FCM also presented the response behavior regarding the importance of
using masks, social distancing, and cleaning hands, which are within a control range
of every individual. Most of the risk activities presented can be avoided; however,
some are a constant activity in peoples lives, e.g., using public transportation to
go to work. Independently of the activity risk, these three behaviors have a great
importance on reducing the contamination risk level and should be adopted. As can
be seen in the presented results.

In this way, it is expected to have contributed to this pandemic with an intelligent
computational tool that quantifies a possible risk of virus contamination.

Future work aims to investigate and possibly expand the risk analysis with factors
of ventilation, occupation, and other types of behavior. An application, a priori for
cell phones, is being developed in order to raise awareness and make life easier
for users. And finally, the risk analysis of healthcare professionals, due to greater
inherent exposure, and behaviors. Amore accurate analysis considering the exposure
risk of the Texas table and its frequency to exposure.
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Abstract The year 2020 has brought life-changing events for many and affected
numerous professional sectors. Education has been one of those fields heavily
impacted, and institutions have almost worldwide switched to forms of online educa-
tion, which has become a common practice. With a fourth industrial revolution
happening in front of our eyes, some elements of the existing education system
are showing themselves as out- dated. However, despite the realization that online
teaching is here to stay, frontal classes are a millennia-old practice that cannot be
entirely replaced without neglecting human nature. Instead, old and new can coexist,
and humanity and machines can cooperate for societal development. In this paper,
we present the past, present, and future of education, what we have learned by the
experience of teaching online, and how we see and are getting ready for future
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1 Introduction

For more than a century, the commonly used systems of education and, especially,
higher education systems have been strongly influenced by the models and prin-
ciples formulated yet during the first industrial revolution [1]. The modern educa-
tion systems were essentially formed in the eighteenth century in Europe and the
mid-nineteenth century in North America [2] with their dominant features being:

(1) top-downmanagement, (2) outcomes designed to meet societal needs, (3) age-
based classrooms, and (4) focus on producing results. Even though this view of the
system can be debated,1 such a retrospective view can still be a valid starting point
to reflect and collect insights on how the current educational systems are outdated
[3]. It is worth pointing out that outdated does not mean that every element does not
apply to the current realities; instead, the elements require to be reconsidered with a
focus on what should be kept or updated and what should go.

With the considerable impact of the regime of the global pandemic on education,
the year 2020 might have initiated the changes to higher education that are here to
stay and can potentially revolutionize education. The almost worldwide switch to
the different forms of online education alone is enough to speculate that the future of
education seems radically different from what it has been for decades. The precise
effect of the global pandemic is a much-debated topic. Based on the attempts to
demonstrate that the modern pre-pandemic education systems were developed upon
the philosophy and principles of the past centuries that are outdated, this paper high-
lights the importance of the changes that the global pandemic has recently brought. In
the aftermath, certain adjustments will be needed and necessary for the educational
establishments to stay effective at educating and attractive for students.

In this paper, we attempt to discuss the past, the present, and the future of educa-
tion, especially its aspects that are likely to change even after the global pandemic
ends. After this introduction, the paper is structured as follows: Sect. 2 gives a brief
review of the philosophy that influenced the modern educational systems; Sect. 3
describes the emergent themes of the first industrial revolution that are most likely
influencing even modern education; Sect. 4 makes some consideration about the
way the administrations of educational establishments often thought right before the
global pandemic; Sect. 5 provides vital lessons that the global pandemic taught the
educational establishments; Sect. 7 discusses the way online education will become
part of regular academic life; Sect. 8 just scratches the surface of the relations between
artificial intelligence and the future of education while Sect. 9 draws conclusive
remarks on the analysis made in this paper.

1 https://www.washingtonpost.com/news/answer-sheet/wp/2015/10/10/american-schools-are-mod
eled-after-factories-and-treat-students-like-widgets-right-wrong/.

https://www.washingtonpost.com/news/answer-sheet/wp/2015/10/10/american-schools-are-modeled-after-factories-and-treat-students-like-widgets-right-wrong/
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2 Philosophy of Educational System

In any successful education system, the most critical issue is the choice of values,
coherent goals, and philosophies. The importance of these issues is that any educa-
tional system seeks to educate an ideal human being in some way, and without a
value system and goals of education, such a human being is not possible.

The ideal human being, the product of communist educational philosophy, is
educated for the general purpose of this philosophy, which is a classless society,
and its values and anti-values are institutionalized in him based on this school and
through education. We claim to nurture him. Lack of knowledge or basically igno-
rance of the importance of the philosophical school that should be followed causes
the disintegration and confusion of the entire educational system from elementary to
university. Therefore, knowing the philosophers of education should be one of the
main tasks of experts in any educational system.

The rest of this section talks about the rules of some outstanding philosophers of
antiquity [4, 5], and the Middle Ages in the philosophy of education in their era [6].

2.1 Antiquity

We start from the philosophy of Socrates in education. It should be noted that since
Socrates did not write down any book/notes; therefore, Socrates’ ideas and theories
about education are coming from Plato’s writings (Plato was Socrates’ student).
Socrates did not teach using methods as we have them now, like books, a school, or a
particular place. According to Plato’s writings, Socrates moved around Athens with
his students and discussed things such as law, justice, and politics since he believed
that everything is open to question and education is not a process [4].

Plato was the founder of a university and implemented the Spartan method of
education in his method. To Plato, education is an essential key to dispense people
from a primal state of ignorance [5].

According to the Aristotelian thought, education should carry on during the whole
life and accomplishvia a combinationof habits and logic.Aristotle foundedhis school
Lyceum in Athens, where one could study as long as he is willing [4].

2.2 Middle Ages

John Comenius brought a new philosophy into education that called Pansophism
based on worldwide understanding and peace which uses children’s feeling to make
learning fun.

While John Locke was developing the principles of empiricism in education,
which states that individuals may learn by external virtues, Jean-Jacques Rousseau,
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who supported John Comenius’s philosophy of education, expressed the willing-
ness of the majority to make decisions. Johann Heinrich Pestalozzi implemented
Rousseau’s beliefs in practice and hereby is called the first psychologist of applied
education. Pestalozzi believed that teachers needed to be taught to develop the
education of children.

Johann Friedrich Herbart, which is known as the “father of scientific pedagogy”
introduced the system of philosophy in education in where use logic andmetaphysics
and aesthetics as guiding elements [7].

2.3 First Industrial Revolution

In the early 1800s, thanks to the industrial revolution and the need for factories to have
educatedworkers, schoolswere established in the territory of factorieswhereworkers
could study. These schools were called factory schools and have their advantages
and disadvantages (discussion of these are beyond the scope of this work), and the
learning method was called Lobby training [7].

In the mid-nineteenth century, a new learning method, correspondent learning,
was developed and spread rapidly. Many tutors consider correspondence education
as a forerunner of remote education that used various communication technologies
such as telephone, radio, or television for teaching.

3 The Past of Education

Before discussing the state of education in the modern post-fourth industrial revolu-
tion era, in general, and in the post-COVID-19 era, it would be useful to review the
challenges that the first industrial revolution introduced to the education of mankind.
Those challenges and responses have arguably laid the fundamentals for the educa-
tion systems that nowadays are used across the world. It is certain, though, that all
four revolutions, each in its own way, have transformed the economic and political
life, especially in Europe and the USA, having thus an effect on many other domains,
including education.

Education has long been known to have a double purpose of assisting people
in becoming educated and assisting society in becoming good [8]. Starting from
the late eighteenth century and the beginning of the first industrial revolution, the
double purpose became evenmore apparent. The industrial revolution brought steam.
The steam brought manufacturing, and the manufacturing brought manufacturing
towns with the moderate presence of industrial and commercial middle classes and
a large working class. Mass production heavily relied on children required through
regularity, self-discipline, obedience, and trained effort [9]. Therefore, after the first
industrial revolution, the concept of education was largely focused on the utility
of it for future adult work, with schools principally teaching reading, writing, and
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religion, often even avoiding arithmetic as too difficult for the teacher [10]. However,
as Smith [11] pointed out in his magnum opus “the Wealth of Nations,” reading,
writing, and arithmetic should be the essential part of education that needs to be
administered by the government. The role of government in the spread of mass
schooling in the nineteenth century can hardly be underestimated as the educational
establishments were extensively financially supported by the government that might
have thus created dependencies as well as limited the scope of teaching to the current
interests of the government. However, the spread of schooling itself could seem to be
uneven depending on local relationships between elites and government. The elites
or manufacturers saw the benefits of education for their factories and the society and
had more control over government expenditure; the education was more likely to be
accessible [12]. Such an approach to education clearly demonstrates the top-down
way of setting educational agenda that is supposed to reach certain manufacturing-
related or societal results.

As for the higher education establishments, it can be argued that starting from
the beginning of the nineteenth century and until the mid-twentieth century, they
had inconsistent success at its core activity of education, as they also could often be
found in significant dependency from their supervisory authority that could adjust the
educational systems according to its political and philosophical aims [13]. Also, the
period since the first industrial revolutionwas characterized by the replacement of the
universities as suchwith the professional institutions and the appearance of theFrench
model of colleges with the military discipline and strict control of the curriculum,
conformity of views, and even personal habits [14]. However, higher education in the
nineteenth century has produced ideological despotism and developed a top-down
and outcome-oriented approach to teaching but saw the emergence of the German
model that encouraged students to think liberally and explore the world into account
the laws of science [14].However, such academic freedomwas successfully restricted
with the Carlsbad Decrees in 1819 and then restored only later in the mid-nineteenth
century.

Although the prevalent view of education on the onset of economic growth, espe-
cially in Europe, after the first industrial revolution may seem to be heavily reliant
on the government and its funds and thus was accountable for what it taught, the
beginning of the student-oriented perspective can already be found at those long
past times. The German model might be what initiated the change of the focus
from teacher-centered or “what should be taught” perspective to learner-centered
or “how do students learn” perspective that humankind might need the most in the
post-COVID-19 era.

4 The Fourth Industrial Revolution: Old Versus New

Even though it could be argued that the state of education in the post-fourth indus-
trial revolution era is still largely based on the fundamental principles developed
during the first industrial revolution, a brief overview of the changes introduced in
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the twenty-first century might help to better understand the requirements for the
education of the future, especially in the post-COVID-19 era. With the term “the
fourth industrial revolution” being first defined by Klaus Schwab, founder and exec-
utive chairman of the World Economic Forum, in 2015,2 it can be claimed that the
fourth industrial revolution itself has started to impact the human society even earlier.
The development of cyber-physical systems, artificial intelligence, big data, and not
seen before connectivity, have allowed full automation of manufacturing and indus-
trial practices using machine-to-machine communication (M2M) and the Internet
of things (IoT) without the need for human intervention. Based on such develop-
ments, there are assumptions that in the future, low-skilled jobs will be replaced
mainly by machines, middle-skilled jobs will face a reduction in numbers, and only
highly skilled and knowledgeable professionals will be in high demand [15]. Even
though this tendency is often articulated as the future prevalence of the Science,
Technology, Engineering, and Mathematics (STEM) education, there are arguments
that the whole person education should be still prioritized. The concept of Science,
Technology,Engineering, theArts, andMathematics (STEAM) is proposedwhere the
education is based on STEM, but the additional study of “the arts” is pursued in order
to develop creativity, critical thinking, and other soft skills [16]. Both perspectives
clearly dictate that to adapt to the quickly changing demands of the future economy
and the future society; people will have to embrace lifelong learning adjusting to
the new digital reality. Thus, the dramatic change in the production processes that
happened in the twenty-first century has certainly already and likely will even more
so significantly affect the knowledge production, education process, and the learning
experience.

In today’s digitally interconnected world, education and, specifically, higher
education become more accessible than ever, in other words, from anywhere and
anytime. In light of this, our education system with the higher education establish-
ments largely attracting only local talents is certainly outdated. The growing number
of universities starts to use the massive open online course platforms (MOOC) to
provide some of their courses on demand and mostly for free or low-cost. Using
MOOCs, students from any part of the world can pause, rewind, fast-forward, play
in double speed, or, if necessary, skip the lessons. Such initiatives urge the appear-
ance of new business, financial, and revenue models traditionally associated with
the tuition fees and academic labor and provide new opportunities for the innova-
tions in learning models [17] such as encouraging lifelong learning and active online
engagement. Adapting to the need of future generations, education may be more
likely transformed into learner-centered instead of teacher-centered.

With the more than two-century-long history of the influence on the education
systems, the industrial revolutions are yet to revolutionize the way people are taught
again. Even though the advantages of the new approach are apparent, especially from
the students’ perspective, particularly in terms of convenience, there are also several

2 https://www.foreignaffairs.com/articles/2015-12-12/fourth-industrial-revolution.

https://www.foreignaffairs.com/articles/2015-12-12/fourth-industrial-revolution
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Table 1 Education: old versus new

Educational Factor Old New

Objectives Skills-based Whole person

Focus Teacher-centered Learner-centered

Learner Experience Passive Active

Target Age School-age Lifelong learning

Access Physical Anytime, anywhere

challenges associated with the changes, discussed in the following sections. Table
1 summarizes the distinctive traits of the old and the new models of education. The
cell in red emphasizes the distinctive characteristic that emerged in the twenty-first
century.

5 Lessons Learned from COVID-19

The year 2020 has been a remarkable one for the world in general and, in our case,
specifically for education. Many certainties vanished in a matter of days or weeks
and will not be back. We have been forced to reorganize the educational process
entirely literally in a matter of one week. This implied improving the ICT infras-
tructure, purchasing or extending licenses for specific platforms such as Microsoft
Team3 orZoom,4 making sure that connectivitywas suitable and identifying adequate
methods of instructions. Some challenges have been institutional, some individual.
Even something as simple as setting up an effective home office with good connec-
tivity has been, at times, challenging. The reluctance of teachers to indulge in the new
format can also be a challenge. However, we, as an IT university, did not experience
this much. Changes come as a hurricane, and it is not leaving. Online education, in
the blended format, is here to stay. This is discussed in Sect. 7.

The experience of the year 2020 showed some distinctive emerging traits that we
believe can be generalized to any educational organization worldwide:

• Newmethods of teaching: Education as online streaming existed as an integrative
format for some organizations or was a prerogative of some commercial online

3 https://www.microsoft.com/en-us/microsoft-365/microsoft-teams/group-chat-software.
4 https://zoom.us/.

https://www.microsoft.com/en-us/microsoft-365/microsoft-teams/group-chat-software
https://zoom.us/
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platforms. Traditional academia was mostly reluctant to move and adopt it. The
year 2020 is a game-changer.

The recorded lecture and flipped classroom are one way to accommodate;
however, video alone lack social presence. There is not much opportunity for
interaction between students and professor or among students [18]. Therefore, the
instructional approaches mostly shifting to online modality should be considered
in light of different factors. Teachers will be more as moderators not as instructors
[19].

• Evaluation and assessment by virtual means: It is undoubtedly challenging to
adapt courses and programs to the online format, but the most challenging thing
is about assessing students’ results and proctoring.

• Assessments will be done regularly throughout the semester and will not
solely depend on final examinations: The traditional final examination will lose
its importance and will be replaced by continuous assessment. Many universities
moved before to this format; the year 2020 is an accelerator of this process.

• Educational programs will include digital content: This has already happened
for some time, 2020 is a year of non-return. In this paper, we also advocate the
importance of traditional content, such as books (See Sect. 9).

• Greater use of Open Educational Resources: Closed access resources turned
out to be a blockage for online education. Some of the advantages of online
education are affordability and accessibility (see Sect. 7), and to achieve this
Open Educational Resources are fundamental.

• Professional development for teaching staff on digital education: Our organi-
zation, Innopolis University, is a young and dynamic IT university which experi-
enced marginal issues in the switch, being the teaching staff mostly IT specialists
with long experience as software users. However, we noticed that the changes have
been problematic for some of our colleagues from less IT-related departments,
and we have observed significant problems in other universities and faculties. The
path of complete digitization for established teachers is long ahead.

• Distinctive features of the educational experience must compensate for the
decrease of campus experience: As we will discuss in Sect. 9, education is not
only about content delivery, but campus experience, human networking, sports,
and social activities, where young adults learn a 360° perspective on life and
profession. Online education, even in a blended format, cannot offer a comparable
experience in this sense. We certainly hope that part of these offline activities can
be eventually restored. However, it is necessary to rethink education to offer
specific features that can compensate for this emerging gap.

• Greater emphasis will be placed on collaborative projects: As a consequence
of loss of campus interaction and networking, collaborative projects, even if
executed remotely, can reinstate back some feeling of the community belong
in and horizontal learning.

• ICT infrastructure is critical: while in the pre-COVID classic delivery mode,
teaching could be potentially delivered with a shortage of ICT infrastructure,
now this is a “condition sine qua non.” ICT was before a support infrastructure,
and every teacher was able occasionally to deliver a functioning class without a
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projector, a laptop, or an Internet connection. This is not possible now, and often
even a slightly sub-optimal bandwidth can make things frustrating and difficult to
follow. Universities that want to win the race have to put the development of ICT
infrastructure on top of the list. Before considered a distraction by many lecturers,
laptops in the class room are now the primary tools of operations. Of course, this
is also bringing problems, as discussed in Sect. 7.

• Paradigm shift in teachers training programs: Teachers’ training programs are
mostly designed for classroom-based in-person teaching. With online education
as a norm, teachers have to be trained accordingly. Online education presents
more challenges in terms of ensuring students’ attention. Furthermore, class-
room interactions allow teachers to have some idea of students’ mental state, and
teachers can provide support accordingly. Online education makes it difficult to
know students’ issues (especially with their cameras and microphone off most of
the time). It might become mandatory for teachers to have basic mental health
education to assess students’ behavior and provide support accordingly.

• New ways of establishing discipline and roles: With education being learner-
centric, classroom disciplinary restrictions are more relaxed as compared to the
situation some decades ago. Students have a say in educational reforms, and
any significant alteration in the educational process takes place with the teacher
and student consensus. With online education, classroom boundaries need to be
revisited in consultation with teachers and students. By boundaries, we refer to
teacher–student agreements that ensure discipline required to maintain quality
of education. Some of the points that require consideration involve camera and
microphone on/off issues and lecture delivery modes such as recorded or live
sessions.

6 Strategic Planning, or Lack of It

Before the year 2020, e-learning was growing by 15.4% yearly [20].
During the year 2020, educational institutions had to providemost of their services

online, including lectures, and different assessments via several platforms for over
60% of students around the world [21]. The time for decision-making was very
limited, and organizations had to act without action plans had been developed in
advance.Having nowabout a year of experience, the community is starting to develop
a correct understanding of e-learning and develop new strategies for coping with new
problems. Perhaps, by using proven strategic planning tools and trying to minimize
risks, educational institutions could avoid most of the mistakes made in the past.

Tools such as PDCA (plan, do, check, act [22]) or LEAP (learning, evaluation, and
planning) [23], or any other similar approach, would have led to a better decision-
making process. Within an organization, special working groups should be settled to
make prompt and correct decisions and plan the list of actions that have then to be
implemented. These groups should represent the interests of all stakeholders of an
educational institution, with the main focus on students and professors.
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Based on tools as PDCA or LEAP, a list of quick actions may have looked as
follow:

1. Establish a group of heads, professors, and students that will have the
responsibility to develop the education response to the COVID-19 pandemic;

2. Schedule regular communication between the stakeholders;
3. Define the principles which will guide stakeholders;
4. Focus on new or prioritize old curriculum goals under new delivery methods;
5. Define clear expectations for professors and students;
6. Define learning support activities under new circumstances and guide self-

study and learning process;
7. Generate full support for students under new delivery methods;
8. Support communication and collaboration between students and encourage

mutual learning;
9. Create a mechanism to support and educate professor and students for new

delivery methods;
10. Create a road map for a period of 2 years;
11. Create metrics and evaluation tools;
12. Provide continues evaluation on the process minimum two and maximum four

times per year;
13. Report to all stakeholders results and ask for continued support.

It is worth noting that this list is not meant to be a general strategy for the entire
educational institution, but it is just focusing on how to quickly transform teaching
and adjust the curriculum that was developed for an on-campus delivery method.

7 Online Education is Here to Stay: The 4-Move
Checkmate

The 4-Move Checkmate (or Scholar’s Mate) is a common checkmate pattern among
beginners. Almost all chess players have fallen for or delivered this checkmate at
some point in their lives. We use it here as a metaphor to explain the four steps
happening to make routine something that was seen with reluctance just a few years
back. Online education is not a temporary patch to cope with an emergency but a
move to a blended and modern form of instruction. This change will happen in four
steps. At the moment of writing, our organization (Innopolis University) is between
the first and second steps. It is interesting to note that before 2020, any attempt to
provide online education, if not under exceptional circumstance, would be opposed.
Opposition can be seen as the step zero of any evolutionary change. We identify the
following steps:

• We had no choice than teaching online.
• Online teaching will be encouraged.
• Students will demand loudly online teaching.
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Fig. 1 Pros and cons of online education

• Online education will be part of routine.

In the context of the fourth industrial revolution, societal and economic needs
are changing. Environmental pressure should also be taken into account. Distance
learning and smart work will increase in relevance. Laptops in the class- room were
opposed by numerous lecturers just a few months ago. Now, without a laptop, the
learning process cannot happen. The mindset of students and lecturers has to change
and adapt to the fluid changing situation. As every process of change, it can be seen
with reluctance. The opposition will arise, emphasizing only the cons; promoters
will see only the pros. Both pros and cons are on the table. A successful organization
will be able to exploit the pros and limit the cons. As discussed further in Sect. 9, the
key of success (in the authors’ opinion) stays in the ability to keep the community
alive and compact both on the virtual and physical levels. The feeling of belonging
should not be lost. Figure 1 summarizes the advantage and disadvantages of new
format.

On the positive side, from our experience, we identify:

• Flexible Schedule: Online education comes with video recording. This allows
attendance of the classes at any time bringing advantages to students who are
working in need of financial support. The institution may not need to run evening
courses anymore. Clearly, this becomes a problem to overcome for those orga-
nizations having this as a core business. They should focus on added value, for
example, the community.

• Location Independence: Students (and lecturers) can be anywhere and avoid
long commuting. This can have an impact also on the environment. It is important
not to lose the community and keep a sense of belonging. Ideally, a core group of
students should still be on-campus.

• Affordability: Cost-cutting in transportation and living costs can become the
norm. Students who cannot afford to live far from home may have a chance to
participate to a remote study program.
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• Accessibility: Flexible schedule, location independence, and affordability
converge in general terms into higher accessibility of the programs for disadvan-
taged categories of students (low-income family, disabled, chronically ill, etc.).
A particular critical aspect here is supporting digital accessibility of educational
resources. For example, helping blind students with screen readers to access and
use online contents.

On the negative side, we see the following:

• More self-responsibility: The burden of study now relies more on the proactivity
of the students. Teachers have limited means for direct support, especially in
remote areas with limited bandwidth and access to electricity.

• Serious discipline: Discipline, as to come endogenously since the exogenous part,
is reduced to the veryminimum. Success is mostly determined by self-motivation.

• Going the “lazy way”: It seems convenient to do things “online” sitting from
home, not taking the bus or train, no need to dress-up or mentally switch. Also,
once at the laptop, many things can be attempted to be done simultaneously
(attendance of multiple classes or meetings, for example). In the absence of self-
responsibility and discipline from both teachers and students, the online format
can turn out to be very ineffective, to say the least.

• Violation of “oikos”: the ancient Greek word oikos (ancient Greek:, plural:;
English prefix: eco- for ecology and economics) refers to three related but distinct
concepts: the family, the family’s property, and the house opposed to the term
“polis,” indicating the city and the political activities. This separation is particu-
larly important for psychological, sociological, and economical reason. Blurring
such separation, starting from losing the use of different words for indicating
two different places, may lead to complex problems in the self-management and
management of the society.

8 Education and the Turing Line: The Role of AI

At the beginning of the twentieth century, the future was imagined as a place domi-
nated by machines and where humans and robots would peacefully co-operate. In
Fig. 2, the learning process is depicted like a radio broadcasting generated by a
book-eating machine. It is not very different from a modern podcast, often used for
pedagogical reasons. In future decades dystopias presented the relationships between
humans andmachines in amuch less harmonicway, possibly startingwith theRussian
novel by Yevgeny Zamyatin “We” in 1924 [24] and notoriously followed by other
major novels andHollywoodmovies. All these human artistic expressions present the
coexistence of humans and machines as problematic, in the best case, and oppressive
in the worst scenario.

The year 2020 is ultimately different from everything that was depicted before;
still, machines and algorithms are dominant in our lives. It is now the right time
to ask whether the future of education will be an emerging dystopic scenario, or
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Fig. 2 Françoise Foliot—La radio à l’école by Jean-Marc Côté, CC BY-SA 4.0

more positively, an opportunity to embrace enhanced learning approaches, making
the “factory model” of education history. It should be clear that educators also have
a role in this process, not only in politics or major IT corporations.

In “Computing Machinery and Intelligence” (1950), Turing draws “a fairly sharp
line between the physical and intellectual capacities of a man.” [25]. However, the
techno-social environment in whichwe live todaymakes this line slightlymore fuzzy
than it was at the time Turing’s paper was written.

There is a possibility that humans may tend to behave more “machine-like” as
long as they are more and more surrounded, and therefore constrained, or competed
against, bymachines. At the same time,machines themselves are becomingmore and
more “human-like” as it is clearly visible in current technology. Think, for example,
of anthropomorphic robots [26] or personal digital assistants [27].With this tendency
in mind, the sharp line of turning does not appear that neat anymore and less, and
less will be when humans are equipped with portable embedded devices. A question
naturally arises.What traits of humanity andmachines can be blended for the benefits
of the new generation when it comes to education?

Frontal classes are a millennia-old practice, cannot be (and should not be) fully
replaced. The idea that education can be delivered fully online, always and in all
the cases, under all circumstances seems not to take into account the very nature of
learning and mental development, especially for kids. Human beings are thinking
as well as feeling organisms [28] and evolutionary and psychological research has
shown, for example, that touch is an important part of bond-building and emotion
communication. The connection between loneliness and physical contact is explored
in [29]. Taking these peculiarities into account, artificial intelligence can provide
valuable support for all human activities, and education is not last. You can imagine
personalized learning schemes, even more, likely to function when education is
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provided remotely. Intelligent tutoring systems (ITS) are part of this development
[30]. Education for childrenwith disabilities has been a challenge ever since, and new
technological development may help in eliminating the divide [31]. An overview of
how artificial intelligence in education is applied these days can be found in [32].

9 Conclusions: The Importance of Community and ICT

Education is not only about content delivery, and even not principally about it. What
creates the unique university experience is human networking, sports, and social
activities, all the involvements where young adults learn a 360 degree perspective
on life and profession guided by senior colleagues and faculty. Online education,
even in a blended format, cannot offer this experience. The significant risk is that
students can escape “reality” and hide in a “cocoon.” After decades of exaggerated
emphasis on “soft skill” where introverts were pushed to their limits and extroverts
could more easily thrive, we now push young generations to the opposite extreme
and make introverts thrive. Even if one could see a sort of “divine justice” in such
change, it is not by moving from one extreme to another that we balance a situation.
In some sense, injustice cannot compensate for another injustice. We need to have
a balanced approach. Work is now necessary to find a way to overcome such a
possible degeneration and avoid the “student in a learning cocoon” approach. Even
in the post-2020 era, the community still counts.

The future will see a sharp separation between those educational institutions able
to catch up with the pace and those left behind, both in terms of new pedagogical
methods and supporting ICT infrastructure. In the pre-COVID classic deliverymode,
teaching could be delivered with a modest ICT infrastructure: projectors and laptops
were often sufficient, and an Internet connection was not always necessary. Every
teacher was able to deliver functioning classes without the need for any particular
device. Now even a slightly sub-optimal bandwidth can make things impossible.

References

1. Coluccia D (2012) The first industrial revolution (c1760–c1870). PalgraveMacmillan, London,
pp 41–51

2. Carl J (2009) Industrialization and public education: social cohesion and social stratification.
Springer, Netherlands, Dordrecht, pp 503–518

3. Marshall HH (1990) Beyond the workplace metaphor: the classroom as a learning setting.
Theory Into Practice 29(2):94–101

4. Barnes J et al (1984) Complete works of Aristotle, volume 1: the revised Oxford translation,
volume 192. Princeton University Press

5. Cooper JM, Hutchinson DS et al (1997) Plato: complete works. Hackett Publishing
6. The history of the development of learning: antiquity—middle ages—modern times (Rus).

Accessed: 7 Feb 2020
7. Clark DR. History of learning & training



14 Education After COVID-19 207

8. Kemmis S, Edwards-Groves C (2018) Understanding education. History, politics and practice
9. Gordon P, Lawton D (2019) A history of western educational ideas. Routledge
10. Boyd W (1966) The history of western education (revised by ej king). Adam & Charles Black,

London
11. Smith A (1937) The wealth of nations [1776]
12. Andersson J, Berger T (2019) Elites and the expansion of education in nineteenth-century

Sweden. Econ Hist Rev 72(3):897–924
13. Gerbod P (2004) Relations with authority. In a history of the university in Europe
14. RüeggW (2004) A history of the university in Europe: Volume 3, universities in the nineteenth

and early twentieth centuries (1800–1945), volume 3. Cambridge University Press
15. Jung J (2020) The fourth industrial revolution, knowledge production and higher education in

South Korea. J High Educ Policy Manag 42(2):134–156
16. Ilori MO, Ajagunna I (2020) Re-imagining the future of education in the era of the fourth

industrial revolution. Worldwide Hospitality and Tourism Themes
17. Peters MA (2017) Technological unemployment: educating for the fourth industrial revolution
18. Sun A, Chen X (2016) Online education and its effective practice: a research review. J Inform

Technol Educ 157–190
19. Cahapay MB (2020) Rethinking education in the new normal post-covid-19 era: a curriculum

studies perspective. Aquademia 4(2):ep20018
20. Stub ST (2020) Countries face an online education learning curve: the coronavirus pandemic

has pushed education systems online, testing countries’ abilities to provide quality learning for
all. 2020. shorturl.at/qDEFV, note = Accessed: 27 April 2020

21. Unesco’s support: Educational response to covid-19. https://en.unesco.org/covid19/education
response/support. Accessed: 19 May 2020

22. Ren M, Ling N, Wei X, Fan S (2015) The application of pdca cycle management in project
management. In: 2015 international conference on computer science and applications (CSA),
pp 268–272

23. Leap: A manual for learning evaluation and planning in community learning and development.
Published by the Scottish Government, November, 2007. https://www.scdc.org.uk/what/leap.
ISBN: 978-0-7559-5517-6

24. Zamyatin Y (2010) We: introduction by Will Self. Random House
25. Turing AM (1950) Computing machinery and intelligence. Mind 59(236):433–460
26. Fink J (2012) Anthropomorphism and human likeness in the design of robots and human-

robot interaction. In: Ge SS, Khatib O, Cabibihan J-J, Simmons R, Williams M-A (eds) Social
robotics. Springer, Berlin, pp 199–208

27. Milhorat P, Schlögl S, Chollet G, Boudy J, Esposito A, Pelosi G (2014) Building the next
generation of personal digital assistants. In: 2014 1st international conference on advanced
technologies for signal and image processing (ATSIP), pp 458–463

28. LeDoux JE (2012) Evolution of human emotion: a view through fear. Prog Brain Res 195:431–
442

29. Tejada H et al (2020) Physical contact and loneliness: being touched reduces perceptions of
loneliness. Adapt Hum Behav Physiol

30. Kokku R, Sundararajan S, Dey P, Sindhgatta R, Nitta S, Sengupta B (2018) Augmenting
classrooms with AI for personalized education. In: 2018 IEEE international conference on
acoustics, speech and signal processing (ICASSP), pp 6976–6980

31. Rajagopal A, Vedamanickam N (2019) New approach to human AI interaction to address
digital divide AI divide: Creating an interactive AI platform to connect teachers students. In:
2019 IEEE international conference on electrical, computer and communication technologies
(ICECCT), pp 1–6, 2019

32. Chen L, Chen P, Lin Z (2020) Artificial intelligence in education: a review. IEEE Access
8:75264–75278

https://en.unesco.org/covid19/educationresponse/support
https://www.scdc.org.uk/what/leap


Chapter 15
Equipping European Higher Education
Teachers for Successful and Sustainable
e-Learning with Home Remote Work

Inés López-Baldominos, Vera Pospelova, and Luis Fernández-Sanz

Abstract COVID-19 consequences in the shape of restrictions and lockdowns
caused a sudden need of transition from traditional higher education (HE) teaching
scenario to e-learning with teachers working remotely from home. HE entered in
emergencymode andwas hardly capable of keeping education service. Sustainability
of HE during possible future crisis depends on a good analysis of what has happened
during the contingency period. A combined study based on literature review and a
specific survey to HE teachers in Europe has collected consistent results to suggest
which should be the contents for equipping teachers for the new teaching paradigm.
Conclusions show that ensuring HE education service sustainability requires giving
teachersmore support and training in several areas: distance learning pedagogy, tech-
nical troubleshooting, cybersecurity, data privacy, IPR and inclusion through digital
accessibility and cultural and gender considerations in e-learning. These are essential
factors to enable HE teachers to strength their digital education readiness through
e-learning.

Keywords e-learning · COVID-19 · Higher education · Sustainability · Teacher
support

1 Introduction

Relevant challenges for the HE community have emerged worldwide during the
COVID-19 pandemic. Teachers have had to move urgently and unexpectedly from
face-to-face university courses to online teaching. This was the only option to keep
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running education during lockdown as all institutions closed their doors, replacing
face-to-face activities with online courses as contingency measure. The decision to
close temporarily HE centres was prompted by the principle that large gatherings of
persons constitute a serious risk to safeguarding public health during a pandemic. The
impact on teachers is the focus of our analysis of the evident challenge of working
in the continuity of the teaching activity. In summary, the most evident impact on
teachers is the expectation, if not the demand, of the continuity of teaching activity
using a virtual modality. Far of being a trivial and easy reflection, this problem needs
an exhaustive analysis to ensure the sustainability of HE in future critical situations.

A survey with 93 responses from 35 countries [1] through 17 European Universi-
ties Alliances (representing 114 institutions) has identified some of the aspects most
strongly impacted by the COVID-19 crisis. These are: staff teleworking (8.8), orga-
nization of exams (8.8), online teaching (8.8), online assessment (8.4) and digital
infrastructure (7.0) have attracted high scores (10 is most impacted) where even
work–life balance (6) has been mentioned.

Living this situation has added to the stresses and workloads experienced by
university faculty and staff [2]. They were already struggling to balance teaching,
research and service obligations, apart from the limitation of work–life balance [3,
4]. Teachers of all backgrounds and ages have had to prepare and deliver their classes
in the distance from home. This entails all types of practical and technical challenges,
frequently without proper technical support so they mostly had to troubleshoot by
themselves [5]. Known risks such as those connected to cybersecurity, data privacy
and confidentiality and the proper policies of IPR have gained an enormous impor-
tance after the massive increment of the digitalization and remote work in the activ-
ities of teachers. However, the most significant challenge for university teachers has
been the lack of the pedagogical content knowledge (PCK) [6] which is key for the
transition to e-learning [7–9]. This deficit was clearly shown in many cases during
the sudden shock of adaptation to lockdown situations. As [10] has revealed, teachers
with better PCK background reported better communication with students and more
effective online sessions.

The complexity of the instructional situation was aggravated by the shortcomings
in planning and organization so teachers faced hundreds of incoming “tips and tricks”
without even scarce contextual knowledge: they needed to decide which method
would work best in their specific situation in situation of uncertainty. The sources of
information ranged from documented reports provided by reputed organisms [11] to
mere advise available in ad-hoc Internet blogs.

Other problems previously considered as minor ones have gained importance in
the context of the crisis. They have been highlighted by a work focused on the chal-
lenge of the digital/technological connection in university teaching as consequence
of COVID-19 [12]. It mentions some fundamental factors of the process of teaching
inspired in the study of [13]:

• Digital accessibility: teachers and universities need to ensure access for all people
who want to attend education, irrespectively of their special needs.
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• Teaching scheme: ease the process of learning in the distance context and not a
mere integration of traditional model in the new technology context.

• Organizational-cultural consideration: reviewing activities style to analyse the
possible impact of cultural background of learners or some gender differences in
learner’s performance.

All surveys tend to show that almost all (98%) teachers already used commu-
nication media [10] when analysing ICT specific aspects of the transition to e-
learning. However, in opposition to expectations, the acquisition of digital skills
is still under expected levels even in early career teachers (considered by default as
“digital natives”). Probably, adoption of real digital transformation of HE centres has
been rather slow. This also hinders the motivation and progress of teachers towards
an effective digital autonomy. When this situation is combined with telework, the
activity is impacted by the absence of interaction/communication with co-workers,
the scarcity of technical infrastructure (frequently shared by several members of
the family) and the limited, or totally, absent technical support. Of course, we
should also mention the reconciliation of teleworking with family dedication and
time/schedule management. When looking at the technical part, the standard chal-
lenges of employees that work remotely during COVID-19 crisis they include: the
issues with Internet bandwidth, the risks and challenges of migration of organization
data to personal devices, the exploitation by hackers of the COVID-19 situation with
poorly protected environments and greater security exposure as new or inexperienced
remote-working employees are frequently in long online sessions.

Considering all the aspects explained above, our research has been focused
on finding out and analysing the specific teachers’ needs for an effective
e-learning. Our approach follows two parallel activities: (a) compiling and
analysing 35 existing contributions in literature and reports and (b) the design and
conduction of a specific survey to higher education teachers with 112 responses from
teachers and managers from Universities of nine European countries. The analysis
of results allowed us to find out that both sources of information are very consis-
tent in their conclusions and that the survey is representative of the reality of percep-
tion by HE teachers. This consistency enables us to present a solid identification
of the most relevant needs for HE teachers for an effective distance learning in
COVID-19 times. The structure of content is organized as follows:

• Section 2 describes the specific online survey to HE teachers and managers and
the sample that participated in the data collection process.

• Section 3 discusses issues related to pedagogy when moving to a digital
environment where the traditional teaching paradigm does not work well.

• Section 4 explores challenges related to the new technical environment of univer-
sity teachers working at distance, from home, to continue the teaching activity
online. Aspects like digital skills of teachers to cope not only with the common
office and communication tools but also with the self-management of equip-
ment by configuring devices, network connection and troubleshooting all types
of problems with scarce or no remote technical support.
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• Section 5 addresses the very relevant aspect of cybersecurity when working from
home and other associated risks in data privacy and protection of both teachers
and students or the correct management of Intellectual Property Rights (IPR).

• Section 6 will explore the customization of methods to consider inclusion and
equality in e-learning by addressing digital accessibility, possible personalization
of teaching to work with cultural and gender differences.

• Section 7 compiles a set of other problems andperceptions of teachers and students
during their experience with the e-learning process during the crisis.

• Finally, Sect. 8 presents conclusions and future lines of work.

2 Data Collection Process

As commented, we designed a specific survey addressed to teachers of universities
from several EU countries to collect their opinion and their needs for e-learning
on the different areas of interest identified in our preliminary literature review. We
collected 112 responses fromuniversity professors andmanagers fromnineEuropean
countries, where Spain was the most represented with 25% of the responses. All
relevant ages are present in the sample as it included people from 25 to 64 years
old: 39% are between 35 and 45 years old and 33% between 45 and 55. Gender
representation is very balanced, with a slightly higher participation of women (53%).

The survey’s questions were divided into five categories:

• Profile, including information on age, gender, and country of origin.
• E-learning tools and users’ level of competences, the goal is to know the preferred

tools and if docents have the proper skills to correctly manage e-learning.
• Difficulties in using IT for distance learning, to evaluate the nature of the

difficulties encountered during the period of teaching from home.
• Digital pedagogy and innovation, to evaluate de difficulties in moving teaching

methods to digital environments and other aspects as accessibility and personal-
ization to address cultural and gender differences.

• Needs of training, to know the opinion of each user regarding the importance of
receiving training in the different topics covered.

As the online survey is the main data collection instrument, we consider several
mechanisms to increase its reliability and validity.Althoughquestionnaires are gener-
ally considered high in reliability as they ask a uniform set of questions. Before
disseminating the survey, we made an extensive analysis of questions to ensure the
properwriting avoiding problems like ambiguity, confusing phrasing, clear and single
questions, etc. Moreover, we organized a pilot phase with a reduced set of represen-
tatives of different countries to get their feedback and fix minor details which may
hinder or confuse future respondents. Only after these steps, we disseminated the
link to the survey. As expressed above in the description of sample, the conclusions
could be enough representative given the variety of locations, ages and profiles as
well as gender balance.
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Obviously, this study has limitations because the sample from nine EU countries
with different sizes, and typology is relevant, but responses fromother places could be
very interesting due to differences in the impact of COVID and the characteristics of
each national educational system. The survey did not differentiate too much between
teachers from more technical fields and those without such background, something
that could be relevant to extract conclusions on their needs of training and preparation.
However, the homogeneity of conclusions suggests that the problems and perceptions
expressed by the sample of respondents are rather universal and may not differ too
much in case of segmentation.

3 Pedagogy in Digital Environments

Just moving traditional content to online platforms is not the correct implementation
of an e-learning program; it requires a newplanning and design of processes. The new
teaching model should facilitate the process of learning rather than the integration of
the traditional learning model into the technological context [8, 9]. In these studies,
pedagogical content knowledge (PCK), as defined by [6, 7] is considered as a key
factor to achieve effectivity and sustainability in e-learning. They state that improving
PCK on teachers is essential for communication with learners and for effective online
sessions.

Regarding e-learning tools, the results show that Moodle was the platform most
preferred by the surveyed teachers (73%). This is consistent with the statistics of
Moodlewithmore than 170 thousand installations andmore than 250million of users
(https://stats.moodle.org/). However, other popular LMS such as Blackboard were
also widely mentioned (34%). Teams is the most used videoconference tool (61%),
but again, other popular tools were mentioned, e.g. Zoom (36%), Skype (33%) or
Blackboard Collaborate (25%). The new digital context requires the use of additional
tools and resources to reach quality and effectivity, and 53% declare that they are
frequently using some additional tools and resources as online quizzes (including
live quizzes) or decision-based games as innovative and motivational methods.

The adaptation of learning methods has posed problems for educators. 27% of
them considered the transition from traditional leaning methods to online methods as
hard or very hard. Even more, 21% declare to have had relevant problems. Teachers
are aware of the need of improvement. 97% of them emphasize the need for more
training in e-learning methods and good practices and 96% in innovative education.

https://stats.moodle.org/
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4 Digital Skills of Teachers Working from Home: Technical
Troubleshooting with Limited Support

Although frequently ignored, teleworking in general requires a minimum level of
digital skills.When dealing with e-learning, teachers need digital skills for the gener-
ation ofmaterials, communicationwith students or colleagues, organization of digital
information, use and management of cloud systems, etc. In general, it is believed
that the presence of technology in daily life should have led to more solid digital
skills of users. However, the reality as reflected by the analysis of more than 150,000
yearly tests during 6 years until 2019 has shown that the success rate has decreased
over the years and that digital skills in Europe are not improving naturally over time
[14]. This happens in all modules of tests, but it is especially relevant in the case of
cybersecurity and in the one of the essential computer skills modules.

The relevant factors for the teleworkability were exposed by a recent study on
telework [15], and digital skills were identified as key for technical feasibility. The
study has identified the occupations related to higher education provision in a high
level of teleworkability. Despite this, several contributions mentioned in the study
have shown that teachers in the different education levels are far from having the
recommended level of digital skills for their daily activities. This is consistent with
the results of the ECDL study mentioned above [14]. Some European HE organiza-
tions like the European University Association (EUA) have declared, “Teachers need
training so that they are prepared for learning environments where non-specialists
are exposed to digital skills”. One specific study found out that the implementation
of learning virtual environments in university teaching is hindered by low skills on
Moodle use, low digital skills and limited participation in training programs with
differences by sex or age [16]. The same situation has been confirmed in different
countries, not only in Europe [17, 18]. It seems very clear that solid basic digital skills
are a prerequisite for the effective transition of teachers to e-learning. All training
programs focused on promotion of sustainable transition to e-learning should devote
a good part of effort to digital skills.

Of course, teachers’ teleworking connected to e-learning does not only need the
most commondigital skills. Theyneed tomaintain their IT equipmentwell configured
and operative to connect to university’s system and to other cloud platforms. The
problem is achieving it with a very limited support from the IT services department.
This unit is normally dimensioned and organized to support activity within physical
venue of the institution. It is not usually prepared for massive demand of assistance
from users, who are using heterogeneous configurations and devices from many
and varied providers, while they also have very limited access to remote systems for
troubleshooting.Most of the reports on telework have highlighted the need of training
teleworkers in equipment configuration and installation, network connectivity, best
practices for use of system from remote locations and technical troubleshooting. This
would be essential although training sometimes is ranked as less important barrier
when compared to other IT issues [19]. This is not rare, large organizations (as
universities tend to be large) have reported that technical issueswere very important in
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planned programs for implementing telework [20]: the home configuration was non-
standard and not supported by technical staff in most cases. At the same time, users
were largely expected to fend for themselves for installation and troubleshooting.
Therefore, everybody can imagine what happens during an unexpected and sudden
crisis as the one created by COVID-19. Obviously, users need specific training for
solving most of the issues, as it is not possible that an average technical department
could be capable to assist personally all of them. Of course, this is not an excuse for
not pursuing a proper IT planning for telework. However, the reality shows that this
type of training really works. The study in [21] and data from Manchester Health
Authority Report showed that users with at least basic digital skills (measured with
the ECDL certification) reduced the request of assistance to help desk service: e.g.
from 44% before training to only 10% after it.

The reality that shows the survey is that teachers suffered difficulties related to
different aspects of IT during the performance of their learning activities. Issues
when configuring a teaching online session or during the session are the ones
that have more impact in HE educators: 71% declare having suffered these prob-
lems. However, numbers are relevant enough in other aspects: configuring an online
service tool caused problems for 59% of respondents; configuring a secure network
(57%); managing files and information (54%); configuring a PC (53%); using office
applications (51%) or configuring other devices, as scanners or printers, at home
(43%).

When it comes to receiving training for this area, the survey covered the interest
on three different topics: digital basic skills, IT administration basic skills and best
practices for working from home. Educators agree in attending training on these
topics: 85%, 81% and 95%, of them, respectively.

5 Cybersecurity, Data Privacy and IPR: Persistent
and Enhanced Challenges

Experts in technology and cybersecurity have been warning employees and general
users about the increasing threat of cyber-attacks and unauthorized access to data
in the last years. Attacks have dramatically increased in impact and number during
the pandemic. All organisation are targets of attacks including public institutions
and private businesses without forgetting phishing attacks to the general population
[22, 23]. The growth in the number of employees working from home is behind this
increase, especially given that many of these workers are not used to work outside the
office [24]. Potential risks grow when there is a mix usage of devices by employees.
They are used for working in tasks, but also in social and personal facets, without the
protection of firewalls, proxies, BNS filtering and VPNs. So, the list of potentially
risky activities include practices like opening e-mail attachments, having greater
data access or more administrator rights than required or than the ones which can be
safely managed, or downloading sensitive information onto local drives, forwarding
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work emails to personal accounts or sharing confidential documents. In the end, these
activities may leave the door open to personal and confidential information or enable
jumping over security barriers for malicious actions.

Another aspect on the information and contents is the one of Intellectual Property
Rights (IPR). This has been relatively vague and imprecise in the e-learning world.
However, it has become crucial for legal reasons. Educationalmaterials and resources
are expensive to create, and IPR information is vital for digital libraries and reposito-
ries. However, IPRmanagement has been frequently poor in many universities due to
several reasons: themain one is the complexity of considering all the possible aspects
in large organizations [25]. Not all the universities have established clear policies
on intellectual property, clarifying the role of teachers and sometimes colliding with
students’ creations. Some studies have confirmed lack of knowledge of teachers on
essential aspects of IPR and its effects on materials when using third party resources
or in allocation of IPR licenses to contents [26]. In the end, it becomes exclusively
dependent on the interest and skills of these individuals rather than a more general
orientation of the university. IPR should be part of any training action to support
teachers when moving to e-learning (and it should also have occurred in traditional
teaching environments).

Awareness on this wide topic of cybersecurity, privacy and IPR is very high
among HE stakeholders. In the survey, 95% of teachers agree with the importance of
data protection and self-privacy for effective e-learning. When asked about security
concerns increase, 83% agree with the need of getting extra training on IT security
and privacy basic skills.

6 e-Learning Customization for Equity and Inclusion:
Accessibility, Gender and Cultural Inclusion

There is no doubt that the inclusion of all groups and collectives is necessary, as none
should be left behind. Now, digital accessibility is more than just a moral obligation.
Directive 2016/2102 of the European Union [27] compels the public sector to ensure
digital accessibility of websites, intranets, extranets, published documents, multi-
media files and mobile applications. Directive 2019/882 [28] extends this obligation
of digital accessibility compliance to websites and mobile applications of essential
activities, such as passenger transport services or e-commerce services, whether the
seller is a public or private operator.Although legislation is very clear and specific, the
lack of knowledge, awareness and motivation to put it into practice is still hindering
the practical application to the reality. Erasmus + project WAMDIA highlighted
these needs of training based on the results of 27 personal interviews as well as
on a survey with 525 responses from people in 16 European countries [29]. Find-
ings showed that the knowledge declared by participants was not consistent with the
actual concept of digital accessibility. Only 55% of respondents selected the correct
option when asked about the definition as opposed to 76% who indicated knowing
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about accessibility. Available training is scarce despite accessibility is a mandatory
aspect and does not involve a big difficulty for those with basic digital skills. The
WAMDIA project organized up to three editions of the training course involving 34
secondary and higher education teachers. Results were very clear; all the participants
considered their previous digital skills as enough to learn how to develop accessible
documents and content and the difficulty of the course was “normal” for 79% of
participants. In summary, digital skills and possible difficulty of the training courses
are not an obstacle to implement digital accessibility, but teachers reported a lack of
support from universities and institutions.

Nevertheless, inclusion also needs that teachersmay adapt and improve e-learning
materials and environments according to the different learning styles of online
students and their preferred way for being engaged. For example, gender could
be factor to keep in mind [30]. Other researchers have examined gender differ-
ences in communication patterns in a study with 303 males and 252 females in
a Web-based introductory information systems course [31]. When students must
face online courses, women communicated more, perceived the environment to have
greater social presence, were more satisfied with the course, found the course to be
of greater value and had marginally better performance than men had. The results of
this study suggest that e-learning environments that allow peer-to-peer communica-
tion and connectedness can help female students. Other studies have observed similar
results. For example, a sample of 1185 students who had been doing online courses at
Universidad de Granada in Spain during 2008–2010 lead the authors [32] to observe
that female students aremore satisfied thanmale studentswith the e-learning subjects;
female students assign more importance to the planning of learning, as well as to
being able to contact the teacher in various ways. Another study [33] showed that
female respondents rated significantly higher the content organization and structure,
the appropriateness and variety of resources, the appropriateness of vocabulary and
terminology and concrete illustration of abstract concepts as key aspects of usability
of e-learning.

Cultural differences are also a relevant factor to e-learning effectiveness. Cultural
values have a major impact on learning. E-learning may even make stronger the
impact of communication and interaction style in different cultural groups. It is
frequent to debate between providing a universal approach to a course as if all
learners were similar or to adapt an e-learning program to the specific cultural values
of the participants. Geert Hofstede was the author of one of the most comprehen-
sive studies of how behaviour in the workplace are influenced by culture: the so-
called Hofstede model [34] uses six dimensions of national culture. It is probably the
main reference for assessing the impact of a country’s culture in employment and
corporate life. The study of [35] showed how learnability of groups with different
cultural background (characterized through the Hofstede indicators) is dependent
on teacher’s style, e.g. enhancing spontaneity, creativity, and individual respon-
siveness in high-context culture and encouraging cooperation, collaboration, and
communication across members in low-context culture participants. Other studies
have confirmed the relationship between cultural indicators and style for e-learning
design and instruction (e.g. [36]). It seems that cultural background should be present
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when training teachers to enhance the effectiveness of distance learning. One final
and additional consideration of cultural background is based on its influence in tele-
working: this aspect impacts both the activities of teachers and students during the
whole educational process based on e-learning [37].

In our survey, 82% of the teachers also believe in the interest of inclusiveness
and the importance of assuring digital accessibility for the quality of an e-learning
program. Moreover, 97% agrees with the main motivation for accessibility: it is
essential to promote digital accessibility as a solidarity activism for ensuring that
every citizen (including those with special needs) has the right of accessing digital
information and services. One favourable fact is thatMoodle, themost used platform,
meets accessibility standards (https://docs.moodle.org/310/en/Accessibility), so the
goal of offering accessible contents is then easier andmostly dependent on the attitude
andwork of teachers. 54% says that it is important to adapt e-learning courses’ design
and communication processes considering gender and cultural differences. Teachers
also rate as important to be trained in these areas: 94% of respondents agree with the
relevance of training in inclusive education and 82% in adding a gender and cultural
perspective to e-learning.

7 Other Aspects of e-Learning with Home Telework

Other authors have researchedhow theCOVID-19 situationhas affectedboth teachers
and students during the process of adaptation from traditional education context to
e-learning. One of the issues that cannot be ignored is technical problems, trou-
bleshooting and well-being during digital interaction. As stated in [38], 79% of
106 teachers had Internet problems and suffered anxiety about having them (74%),
also experienced anxiety for not being able to clear up doubts online (68%). 59.6%
have reported vision problems, tiredness, etc. Also, 1162 students participated in
the study and 75.9% reported problems in understanding online content, over 50%
experienced problems in communicationwith the teacher, and 77.3% have had vision
problems, fatigue, etc.

Other contributions have focused on quality and effectiveness of e-learning during
the pandemic. The work in [39] reported 53.9% of teachers who consider that online
is less effective, 76.3% that there is a loss of interaction and 71.7% experienced diffi-
culty in maintaining attention in class. Moreover, 90.8% suffered critical technical
problems directly affecting their classes. Only 32.9% complain about having low
digital skills, 63.1% about less job satisfaction in online teaching, 78.9% reported
more student absenteeism and 75% less interest and motivation. In this study, only
19% of 407 students believe that online learning is more effective if compared to face
to face. Other barriers are lack of interaction (64%) and poor quality and technical
problems affecting classes (84.2%). Just 40.8% complain about having low digital
skills, 68.9% report difficulty in understanding, and 59.3% experienced less interest
and motivation.

https://docs.moodle.org/310/en/Accessibility
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Not all the researchers showpessimistic data. Teachers in [40] said that technology
overload has not affected teachers’ performance, even more they were able to work
faster, anytime, anywhere. However, they confirmed that their teaching ability is
affected by three factors:

• Technocomplexity: complexity of ICT forces them to learn new and changing
skills.

• Technical insecurity: fear of being replaced by technological solutions.
• Technical uncertainty: discomfort due to frequent technology updates, changes in

functionality, etc.

This change of context of HE education entails the risk of leaving the most disad-
vantaged behind. Bring Your Own Device and m-learning policies help to promote
inclusion [41], as there are more resources available for students and these are closer
to their context [42]. BYOD can be used as an assistive educational technology for
the motivation and cognitive development of students. However, it cannot be done
without support. Implementing a BYOD strategy at a university without pedagogical
support is detrimental to the learning process as stated in [43].

8 Conclusions

When talking about digital education and e-learning readiness, there is a good number
of relevant factors to be considered to ensure that university teachers are equipped
with the skills and knowledge for effective design and teaching. The fast transition,
which had to be adopted in European universities to keep activity during COVID-
19 lockdown and restrictions in 2020, revealed that not all the teachers and not
all the universities were equally prepared for that. Thus, sustainability of the HE
education requires a determining action to equip teachers with the skills they need
for effectively working in distance learning from their homes. Possibly, the large set
of aspects which need support and training, from basic IT skills to new pedagogic
methods and consideration of inclusion and equity, was a complex mix which only
in few cases they had previously and completely been covered. Specific aspects had
been more clearly known by teachers, but in all of them, we have found pieces of
evidence of the need ofmore support and training. The survey has shown that teachers
are demanding guidelines and training in the field to support their online teaching.
This training needs to cover their basic IT skills as well as pedagogic methods
also adding a perspective of inclusiveness, as this is considered very important for
almost everyone and which helps to keep us growing as society. Basic digital skills
are a prerequisite for an effective transition to e-learning and to self-solve basic IT
incidents frequently associated to remote teaching. This should be a basic aspect in
training programs on remote e-learning to face crisis like the one of COVID-19, as
stated in research works [14, 15, 20]. Clearly, a modular curriculum, which covers
the list of topics listed in this paper, is an essential condition to guarantee a quality
and sustainable massive transition to e-learning as a reaction to COVID-19 situation.
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We are already working on the training design and contents to provide a solution for
all those many teachers and universities struggling to keep higher education working
even in limit situations as the ones lived during COVID-19.

References

1. European Universities Initiative (2020) Survey on the impact of COVID-19 on European
Universities. European Commission

2. RapantaC,Botturi L,Goodyear P,GuàrdiaL,KooleM(2020)Online university teaching during
and after the covid-19 crisis: refocusing teacher presence and learning activity. Postdigital Sci
Educ 2:923–945. https://doi.org/10.1007/s42438-020-00155-y

3. Houston D, Meyer LH, Paewai S (2006) Academic staff workloads and job satisfaction:
expectations and values in academe. Null 28:17–30. https://doi.org/10.1080/136008005002
83734

4. Veletsianos G, Houlden S (2020) Radical Flexibility and Relationality as Responses to Educa-
tion in Times of Crisis. Postdigital Sci Educ 2:849–862. https://doi.org/10.1007/s42438-020-
00196-3

5. Hodges C, Moore S, Lockee B, Trust T, Bond A (2020) The difference between emergency
remote teaching and online learning. Educause Rev 27

6. Shulman L (2011) Knowledge and teaching: foundations of the new reform. Harv Educ Rev
57:1–23. https://doi.org/10.17763/haer.57.1.j463w79r56455411

7. Angeli C, Valanides N (2005) Preservice elementary teachers as information and communica-
tion technology designers: an instructional systems designmodel based on an expanded view of
pedagogical content knowledge. J Comput Assist Learn 21:292–302. https://doi.org/10.1111/
j.1365-2729.2005.00135.x

8. BaldwinSJ,ChingY-H, FriesenN (2018)Online course design and development among college
and university instructors: an analysis using grounded theory. Online Learn 22(2):2018. https://
doi.org/10.24059/olj.v22i2.1212

9. Kali Y, Goodyear P,Markauskaite L (2011) Researching design practices and design cognition:
contexts, experiences and pedagogical knowledge-in-pieces. Null 36:129–149. https://doi.org/
10.1080/17439884.2011.553621

10. König J, Jäger-Biela DJ, Glutsch N (2020) Adapting to online teaching during COVID-19
school closure: teacher education and teacher competence effects among early career teachers
in Germany. Null 43:608–622. https://doi.org/10.1080/02619768.2020.1809650

11. Reimers F, Schleicher A, Saavedra J, Tuominen S (2020) Supporting the continuation of
teaching and learning during the COVID-19 pandemic. Oecd 1:1–38

12. Nuere S, deMiguel L (2020) The digital/technological connectionwithCOVID-19: an unprece-
dented challenge in university teaching. TechnolKnowl Learn. https://doi.org/10.1007/s10758-
020-09454-6

13. Sangrà Morer A (2006) Educación a distancia, educación presencial y usos de la tecnología:
una tríada para el progreso educativo. Edutec-e. https://doi.org/10.21556/edutec.2002.15.541

14. López Baldominos I, Fernández Sanz L, Pospelova V (2020) Análisis de las competencias
digitales básicas en Europa y en España. JENUI 5:77–84

15. Sostero M, Milasi S, Hurley J, Fernandez-Macias E, Bisello M (2020) Teleworkability and the
COVID-19 crisis: a new digital divide?

16. Espinosa HR (2016) Desarrollo de habilidades digitales docentes para implementar ambientes
virtuales de aprendizaje en la docencia universitaria. Sophia 12:261–270

17. Grünwald N, Pfaffenberger K, Melnikova J, Zaščerinska J, Ahrens A (2016) A study on digital
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Chapter 16
Fully Online Project-Based Learning
of Software Development During
the COVID-19 Pandemic

Atsuo Hazeyama , Kiichi Furukawa, and Yuki Yamada

Abstract The COVID-19 pandemic impelled educational institutions worldwide to
deliver online distributed education.We have been developing project-based learning
(PBL) style software engineering education since 1997. Because of the COVID-19
pandemic, our PBL course was applied fully online during the 2020 academic year.
Our PBL method uses GitHub to manage artifacts and provide feedback to student
groups, i.e., the teaching staff perform the inspection process and acceptance testing.
To deliver the course during the 2020 academic year, we changed the lecture method
from a face-to-face approach to one that uses an online meeting system. All the
groups successfully completed their project. In the final assignment, we asked the
students to describe any “difficulties they encountered during their remote learning
activities and their solutions to these problems.” As the results indicate, none of the
students experienced any major difficulties. The teaching assistants and instructors
did not encounter any major issues in fully online remote PBL because the progress
of all groups could be ascertained during a progress meeting held each week, as
well as through the inspection process conducted during the upstream phase and the
acceptance testing, and thus, any problems could be addressed promptly. GitHub
played an important role in this process. Our process and software engineering envi-
ronments, which are a combination of GitHub and an online meeting system, are
suitable for a fully online remote PBL.
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1 Introduction

Educational institutions worldwide were compelled to implement online distributed
education during the COVID-19 pandemic [1–8], and our university was among
those that conducted online remote lectures during the 2020 academic year.

We have been developing project-based learning (PBL) style software engineering
education since1997 [9, 10].Becauseof its characteristics, this learning style relies on
the teaching staff giving feedback to the students. The results of software inspection
of the artifacts of the upstream phase, acceptance testing for the developed system,
and progress checks during lecture time are used as feedback in our PBL approach
for software engineering education. The student groups manage all such artifacts in
a repository on GitHub, which is also used for the inspection process and acceptance
testing.

The PBL course examined in this study was delivered fully online during the 2020
academic year because of the COVID-19 pandemic. This paper reports an overview
of the course, the preparations for fully online remote operations, and the results of
its implementation. In our study, we attempted to answer the following questions.
What difficulties do students with less experience in PBL style software development
encounter in a fully online environment? How are these difficulties manifested?

The rest of this paper is organized as follows. Section 2 describes the state of the
art of software engineering education during the COVID-19 pandemic. Section 3
provides an overview of our PBL software development course before the COVID-
19 pandemic. Section 4 presents the PBL course we delivered in the 2020 academic
year. Section 5 describes the results of this practical implementation. In Sect. 6, our
fully online remote PBL course is evaluated. Finally, Sect. 7 summarizes this paper.

2 Related Work

Several studies have been conducted in the context of software engineering education
during the current pandemic [11–18].

Barr et al. described themanner in which intensive online lectures were conducted
[11]. Their results showed that the students preferred watching pre-recorded videos
over participating in live online and even face-to-face classes, and the authors
concluded that flipped learning is an effective means of teaching in such a situation.

In addition, Schmiedmayer et al. distributed lectures in the form of live-streamed
pre-recorded videos, during which the teacher and teaching assistants allowed time
for questions [12].

Kanij andGrundy presented guidelines for taking full advantage of online learning
in which they included the means of making announcements to students, the learning
materials, and the assessment method [13].
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Mues andHowar claimed that,when the participants in fully online remote PBLdo
not know one another, it is important to establish communication [14] and described
their approach.

Plewnia et al. reported the experience of using PBL for teaching software project
laboratories in collaborationwith an industry partner during theCOVID-19 pandemic
[15]. They found that the greatest disadvantage in this situation was the lack of direct
contact between the students and the industry partners.

Bringula et al. investigated the challenges of implementing a programming project
course during the COVID-19 pandemic and proposed their solutions to these chal-
lenges [16]. They identified 13 challenges; however, they did not evaluate their
solutions based on feedback from the students.

Motogna et al. presented an empirical study that was aimed to improve the under-
standing of the manner in which the assessment of student learning changes in
response to the transition from in class to online courses [17].

Finally, Yamada et al. noted the difficulties related to building a software engi-
neering environment forWeb application development using the students’ own laptop
computers in a fully online remote environment [18]. They developed a script for
automatically building the software engineering environment.

Few studies have examined the transition to a fully online remote project-based
software engineering education during the COVID-19 pandemic. In particular, to the
best of our knowledge, no studies have been conducted on whether students having
less experience with project-based software development find it difficult to learn in a
fully online remote environment, and if so, what types of difficulties they experience.

3 Overview of Our PBL of Software Development (Before
the COVID-19 Pandemic)

ThePBL software development course is offered to third-year undergraduate students
in the Department of Informatics Education of Tokyo Gakugei University. The quota
of the department is 15 students. Therefore, the PBL course is provided at a small
scale. The course consists of 15 weekly 90 min lectures. The task the students are set
is Web application development using Java. In the semester preceding that in which
the PBL software development course is offered, we deliver an introductory course
on software engineering.

Among other aspects of PBL, we specify the software development process, arti-
fact, and approach to grading in the information provided to the students about the
operation of the course and explain them during the first lecture. Each lecture consists
of announcements from the instructor or teaching assistants (TAs), explanations of
the usage of tools (e.g., GitHub), and group meetings and progress checks. The TAs
are master’s students who previously passed this course. Certain activities may need
to be conducted outside lecture hours.
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Each group consists of three–five students. We perform a questionnaire survey
for organizing the groups and determine the organization of each group based on the
results of both the questionnaire survey and the students’ grades in the introductory
software engineering course.

The development process is based on thewaterfallmodel. The types of artifacts are
requirements specification, user interface design document, class diagram, database
design document, sequence diagram, source code, unit/system testing report, devel-
opment plan, group progress report (each week), and project completion report. A
sequence diagram and source code are created, and unit testing is conducted for each
function by each student.

The group progress report is presented in turn by each group member. Progress
checks during the lecture time, the inspection of artifacts created during the upstream
phase, and acceptance testing of the application developed by each group are
conducted by the teaching staff to provide feedback to the student groups.

As the development environment, the students use their own laptop computer. We
useGitHub as the source code and document repository.We use version control in the
documents, the “Issues” function (the formal location of our text communications,
including discussions and bug reporting, among other exchanges), and the “Pull
Request” function for the review process for artifacts. The groups are allowed to use
a variety of tools.

4 Our PBL in the 2020 Academic year

All face-to-face learning activities were prohibited in the PBL course of the 2020
academic year.

The task in this year’s PBL software development course was based on a request
from a professor at our university. It consisted of software development for an actual
client, constituting a Web application for home economics education, where the
students select items from the food menus stored in the system, and the system
calculates the adequate level of nutrition and provides advice to the students.

We used Microsoft Teams as the infrastructure of online remote lectures and
applied the following functions provided by the application:

• Creation of a “team” (private)
• Creation of a “channel” as a place of communication per group under a “team”
• Text chat
• Voice communication
• Video communication
• Screen sharing
• Creation of folders and file uploading.

We also implemented a function to transfer the content of the Issues function in
GitHub to Teams. GitHub was used in the same manner as prior to the pandemic.
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Table 1 Some quantitative data regarding the process of groups in the 2019 academic year and the
2020 academic year

Items Group A in 2019 Group B in 2019 Group B in 2020 Group B in 2020

Lines of code 4591 7088 61,036 9073

Number of
issues

117 77 203 187

Number of pull
requests

228 207 250 254

We used Teams and GitHub for different purposes. Live lectures were delivered
using the voice communication and screen-sharing functions of Teams. Discussions
between the developers and the members of the Faculty of Home Economics, who
were the clients, were held using Teams. By contrast, communications between the
teaching staff and developers regarding the creation of artifacts based on text were
typically exchanged on GitHub.

The progressmeeting during the lecture hours required a longer time in the remote
online environment than in a normal learning environment (10 min per group during
the previous years versus 15 min per group during the 2020 academic year).

5 Result

Nine students, organized into two groups, participated in the course during the 2020
academic year. The PBLwas conducted fromOctober 23, 2020, to February 5, 2021.
Both groups completed their project, presented their processes, and demonstrated
their system on February 5. All the students completed the course.

Table 1 shows partial data on the developed system and the development process
during the 2019 and 2020 academic years. As the table indicates, in 2020, the student
groups produced more lines of code, Issues, and Pull Requests than in 2019. Because
the project for 2020 was the development of a system required by actual users, it
was more complicated than those for past years. Table 1 shows that the groups
worked actively in a fully online remote environment. Figure 1 shows the partial
communication history of a team in Microsoft Teams, and Fig. 2 shows an example
screenshot of the Issues function provided by GitHub.

6 Evaluation

We clarified the difficulties encountered by the students with less experience in
conducting PBL style software development in a fully online remote environment.
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I have some announcements as follows:
• All group members should create at least one sequence diagram for the functions 

assigned to them for implementation.
• The date for requesting an inspection has been set as 15th December. Please 

keep to the schedule.

Could you please come to the meeting room. There are some questions we would 
like to elucidate.

Fig. 1 Screenshot of teams

As a part of the final assignment, the instructor asked the students to describe the “dif-
ficulties they encountered during their remote learning activities and their solutions
to these problems.”

As the results indicate, none of the students encountered any major difficulties.
Some of the students’ comments are as follows.

The positive opinions regarding remote learning activities are as follows:

• I had no problem not meeting with other members face to face and saw the
possibility of working remotely.

• I did not have any difficulty working remotely.
• It was easy to prepare for group meetings (no need to travel to class).
• No delay was caused by working remotely.
• I experienced no difficulties because we were able to communicate through social

networking services.

The students also noted some of the difficulties they experienced:
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The system shows a “password successfully reset” message when a student was 
not selected to execute the password reset function by the user.

Summary

The system shows a “password successfully reset” message when a student was not 
selected to execute the password reset function by the user.

Details

Reported date 

I recommend that when a student is not selected, the password reset function 
should be disabled.

Fig. 2 Screenshot of the issues function provided by GitHub

• It was difficult to ascertain the progress of the other group members.
• I felt stress having text conversations because doing so takes hours and more time

is required until a resolution is found.
• It was difficult for us to understand the requirements of the users. In addition,

it was difficult to communicate my thoughts about the development to the other
group members.

• It was difficult to fix my problems outside of class because the team members
were not staying on campus.

• It was not easy to hold talks and/or chats (early chats may lead to group cohesion).
• I felt unmotivated because I was unable to view the environment surrounding the

other members.

We asked the teaching assistants to answer the same question from their
perspective and obtained the following opinions.

• I experienced no problemswith remote PBL fromeither the student or the teaching
staff side.

• I was able to ascertain the progress of the groups through the progress meeting
held once a week during the lecture time.
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• I could ascertain the artifacts in the upstream phase clearly because I participated
in the inspection process as an inspector.

• Because the course does not introduce code inspection by the teaching staff, I
experienced difficulty ascertaining the progress (this was also true during face-
to-face PBL).

In general, the students who had less experience in software development
conducted in a fully online remote PBL environment did not experience difficulties.
Some students noted difficulties in ascertaining their progress, the extra effort needed
to communicate, the difficulties that resulted from not being promptly supported
when they needed help, and issues of motivation. These difficulties may arise even
when this course is conducted in a collocated and not fully online remote environ-
ment because the groupmembers do not meet frequently. Clearly, fully online remote
environments make these difficulties tangible.

This evaluation shows that a project-based software development course can be
conducted in an effective manner and without pauses in learning even when the
students are unable to meet in a collocated manner. The evaluation results show
that a learning environment in which GitHub is used in combination with a remote
meeting system is effective in allowing groups to conduct software development
activities.

7 Summary

This paper reported a practical implementation of PBL style software development
education during the COVID-19 pandemic. Most students in our PBL course are
novice software developers. As one of the characteristics of this learning style, the
teaching staff provide feedback regarding the output of student groups, which is
based on the results of the inspection process during the upstream phase, acceptance
testing, and progress checking. Our PBL coursewas conducted before theCOVID-19
pandemic, using GitHub for managing the artifacts and communication between the
teaching staff and groups. Then, because of the COVID-19 pandemic, the weekly
face-to-face lectures were also moved to a remote meeting system. No additional
changes were made to the course during the pandemic. The PBL course of the 2020
academic year was successfully completed. The students experienced no serious
difficulties regarding their fully online remote project-based software development
course. In our opinion, the process for providing feedback, as outlined above, may
be effective. In addition, we are also of the opinion that artifact management using
GitHub and communication between the teaching staff and the groups using GitHub
and Teams, which played an important role in this situation, may be effective in a
fully online remote environment. COVID-19 has not yet been eradicated worldwide.
Therefore, strong measures such as lockdowns may be required again in the future.
Our approach may be effective in such situations.
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In the development of modern software, such as open-source software, artifacts
are created in an electronic format, communications are exchanged electronically,
and the development is conducted in a distributed fashion. These characteristics
are resilient to the conditions enforced by the COVID-19 pandemic. Our PBL has
these characteristics. In addition, the proportion of activities that require face-to-face
communication is low, and therefore, the transition to PBL can be achieved smoothly.

This paper described the interaction processes between the teaching staff and the
student groups from the viewpoint of the teaching staff.We plan to further investigate
the micro-processes within the student groups that occurred during the COVID-19
pandemic.
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Chapter 17
A Tale of Two Zones: Pandemic ERT
Evaluation

Enamul Haque, Tanvir Mahmud, Shahana Shultana, Iqbal H. Sarker,
and Md Nour Hossain

Abstract During the COVID-19 pandemic, many educational institutes switched
from in-person to all virtual classes. Few educational institutes were well prepared
for emergency remote teaching (ERT),whereasmany others faced considerable prob-
lems in terms of preparation and delivery. As we know that remote teaching is highly
dependent on technology infrastructure and this is not evenly accessible in devel-
oped and developing countries, we, while working in different universities, noticed
differences in both teachers’ and students’ attitude toward ERT and so decided to
investigate ERT between these two zones. We first identified problematic factors
and then evaluated and compared two zones in terms of their ERT programs from
well-known CIPP (context, input, process, product) model perspective. Most of the
analysis results are presented here following standard data science visualization tech-
niques. We also conducted qualitative and quantitative research to find the gaps and
improvement opportunities for both zones.
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1 Introduction

The first epidemic of the twenty-first century was in the year 2002, and it was the
severe acute respiratory syndrome (SARS). Like COVID-19, a kind of coronavirus
was responsible for SARS, which was known as SARS-CoV in the literature. If we
compare the year 2019 to 2002 from a technological advancement perspective, we
will clearly see that the world was much better prepared for ERT. This can be shown
through countless facilities that provided smooth online program options. Though,
initially many educational institutes assumed the impact of COVID-19 might not
reach elsewhere other than closer countries of China, when onMarch 11, 2020WHO
declared COVID-19 pandemic, many institutes found themselves not even prepared
for them, and few of them were planning for alternative ways to run classes since the
beginning of 2020. After the pandemic declaration, in the early spring of 2020, many
educational institutes across the globe were shut down. If we consider only schools,
around 1.2 billion children were out of the classroom in 186 countries around the
world. The educational institutes that predicted and prepared accordingly managed
to switch to emergency remote teaching (ERT) [30]. Those institutes which were
not well prepared suffered the most. In this research, we focus particularly on ERT,
the term which is coined to define temporary shift of instructional delivery under
crisis circumstances which is obviously different from the regular online offering of
courses.

The difference between developed and developing countries ismeasured basically
from the Industrial Base and Human Development Index (HDI) relative to other
countries. According to Investopedia [18], other factors like gross domestic product
(GDP), gross national product (GNP), per capita income, level of industrialization
and scale of technological infrastructure are also used to assess the classification
of countries as developed or developing. The implementation of face masks, social
distancing, and in-home quarantine have forced students and teachers alike to rely on
technology at a much higher level than usual. The scale of deployment or coverage
of such communication technologies are not the same everywhere, and teachers and
students in different zones have different levels of affordability. In such a setting,
it is worth exploring and evaluating user experience and preparation of the overall
program from institutional perspective.

In this research, we have used survey techniques to gather data from school,
teachers, and students. Our questionnaire was designed in such a way so that it could
capture both quantitative and qualitative data. We asked specific questions so that we
could measure their stress, performance, types, satisfaction, course load etc. These
also helped us to identify the problematic factors in both zones which are hindering
the overall success of the program. We planned for an ERT conceptual framework
for students and overall ERT program evaluation, so the questions were carefully
selected to serve that purpose.

The conceptualmodel helps us identify the relationships between unobserved con-
structs or latent variables and observable variables. We use data analysis techniques
to measure the observed variables. Then, using the connections in conceptual model,
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we applied structural equation modeling (SEM) to measure the latent variables and
thus validated our model [29]. Program evaluation is a systematic method for col-
lecting, analyzing, and using information to answer questions about a program’s
strengths, weaknesses and effectiveness [31]. As suggested in [9], we considered
tailored CIPP (context, input, process, product) evaluation model [34] to evaluate
the ERT programs in developed and developing zones. Thus, we came up with the
following research questions:

1. What are the identified factors in ERT and how do they affect learning in devel-
oped and developing countries?

2. How is the evaluation of ERT effort compared between the zones?
3. What are the gaps from a technical perspective and how can those be mitigated?

In the next few sections, we discuss relevant literature, then describe the method-
ology we followed to the answer these research questions. Then, we present the
evaluation, results, and finally the conclusion and future research direction at the
end.

2 Literature Review

COVID-19 situation is just a year old, yet the topic managed to be the subject of
211,756 scientific articles alone in the WHO database [39]. As we are focusing on
the pandemic’s impact on the teaching and learning side, we have identified some
major publications related to education during pandemic.

There is a study of how COVID-19 has dramatically reshaped the way global
education is delivered [6]. In this study, the researchers mentioned education as
the most affected area in this pandemic. Another study [26] aims to explore the
acceptance of remote study to continue knowledge spreading and gathering. The
graduate students easily adopted the system, and the result was similar to other related
studies. To be more specific, higher education students have low resource settings
from the perspective of developing countries. The study [2] expands more on low
resource student engagement and the effect of it. In [20], the authors discussed the
best practices for implementing remote learning during a pandemic. This study [21]
describes a local upper secondary school in Finland that applied the same technique
to high school students during COVID-19. The results were surprisingly similar for
different parts of the developed country. Despite a lot of negative results coming
out so far, there was not an alternative method of engaging mobile and electronic
devices. Educators were seeking various other ways to engage students.

The American Journal of Pharmaceutical Education [17] shows some analysis
which can be used to get a clearer picture of the current situation. One of the findings
is that different studies and the issues that hinder acceptance of criteria for ERT
systems are not the same. Another problem is that the study and skill development
are not proportional. Also, hands-on experience is missing in remote education. The
article [3] shows drawbacks and possible ways of overcoming remote education
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obstacles. The study of Sub-Saharan Africa regarding device using efficiency [22]
gives us the picture of how a lack of skill set in technology use can degrade effort
down to zero. The socioeconomic situation of that area is not strong enough to
buy mobile phones, desktop computers, or tablets for all students. The practical
experiments are far from general acceptability. The article [10] explores the newly
emerged interaction between education and health within the context of COVID-19.
This provided ideas to develop plausible solutions for remote study. One goal was to
find a proven method of study that can be applied as a model around the world. The
theoretical only lecture is not relevant to most fields where an effective alternative for
these studies is expected. A case study of Azerbaijan explains the attitude of students
toward online education [5].

The report [1] by Amnesty International shows the impact of COVID-19 on a
broken and unequal education system. This publication includes a scenario where
teaching methods are failing due to non-accepted practices forced down from a
governing system.Thismight be a normal case for people in developing areas because
most of the people are not used to using mobile devices as a training platform. They
expect mobile devices as communication and entertainment tools rather than to be
learning from on a regular basis. This change of mentality requires a preparation of
infrastructure that adopts the “NewNorm” [4]. Another study in Indonesia presented
similar results. In the republic of Indonesia (Kemendikbud), the authors investigated
education acceptance criteria and concluded that it can be improved using different
kinds of apps and collaborating software [12]. It is clear from their work that if the
application has user-friendly features, then it can be a suitable and acceptable by the
teachers and learners.

There are few examples in the works [33, 36] that illustrate how remote labs
can reduce cost and increase the effectiveness of teaching methods. How modern
software and Internet communication systems can help in remote learning is also
explained in [19]. A full system transformation from offline to online lesson delivery
system at the University of Sofia, and the introduction of a prototype in a laboratory
of electrical engineering technology can be found in [23, 25]. A similar study in
pharmaceutical education is also mentioned in [17].

Education has been highly affected by the COVID-19 pandemic. From kinder-
gartens to universities, everyone involved in academia has struggled to keep going
despite all the difficulties and restrictions [37]. Another research work [11] experi-
mented for sixmonthswith communities and concluded that community study can be
a very strong teaching method. Communicating in person is a much more interactive
way of learning. This is due to most broadcasting and mobile medias being unidi-
rectional. Moreover, in-person facial expression and nonverbal communications are
absent there.

In [27], researchers are focused on comparison and development of innovative
study methods. The Japanese education system introduced “Tencent classroom +
vocational education cloud + QQ group” which is “suspended classes without sus-
pension of learning” developed by Vocational colleges of Japan [16]. Many inter-
national organizations are working on this purpose. IEEE Region 9 (R9) Education
Activities Committee (EAC) launched a new initiative to develop a generic platform
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to develop such systems [7]. The UAE Higher Education Institutions are also work-
ing with the same goal [24]. The research [38] contains some best practices which
can be followed for remote education in a pandemic. Researchers in [2] depicted how
engaging in emergency online learning in low resource settings can be effective in
higher education. Abrupt change in system can also lead to unknown consequences
[35]. Educators were also thinking about how to involve physical activities, i.e., “cen-
ter of mass” (COM) concept and develop the method of evaluation (e.g., body mass
index), to build a learning object that involves interactive modeling. The study and
survey explored here is very helpful also in tracking progress [28].

The CIPP model is considered an acceptable method to gather this performance
measurement [34]. Context, input, process, and product (CIPP) model is a standard
model for program evaluation and which has been used successfully in the area of
education [13]. In the work [13], researchers designed a survey that shows an eval-
uation of teaching from the student’s perspective. For example, nursing programs
must maintain a high-quality curriculum that graduates exemplary nurses. System-
atic evaluation of key components of nursing education is discussed in [15]. Another
example is in the study of entrepreneurship. As a brand-new educational concept
and education mode, entrepreneurship education has been widely carried out in col-
leges and universities across the country [32]. Thus, the effect of emergency remote
learning systems is not directly predictable, but rather determined by infrastructure,
subject, technological readiness, and other socio-economical factors. Student feed-
back and their performance evaluation in the CIPP model can explain it better. Our
primary hypothesis is among students who have participated in emergency remote
teaching (ERT) during the COVID-19 pandemic, the outcome of education has a
greater effect on countries with developed countries than developing countries.

3 Methodology

Measurement of quality can be different among various methods of evaluation. Con-
ceptual perception can be vague and different in person to person. Usually, such
perception can be measured by asking some questions to the attendee and also by
assessing the overall system. In this research, we focused on the problems that stu-
dents and teachers were facing during their ERT experience and overall evaluation of
different phases of the program. If the number of problems could be minimized, we
could assume that the ERT programs would be successful. In Fig. 1, we have outlined
the basic steps we followed in conducting the research. This entire process contains
five stages: (i) Data Collection and Preprocessing, (ii) Data Analysis, (iii) CIPP Eval-
uation Comparison, (iv) Analysis and SEM Modeling, and (v) Output Generation.
We also depicted the interconnections among the steps and how that contributed in
generating the analysis outputs.
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Fig. 1 Overview of the research steps

3.1 Data Collection and Preprocessing

We applied the mixed methodology approach where qualitative and quantitative
methods are amalgamated inways to reach the desired objective of the study, andhere,
data has been collected through survey questionnaire as well as from semi-structured
analytical query. We collected data from developing (Bangladesh, Malaysia, and
China) and developed (the United States of America, Canada, Germany, and Spain)
countries. An online survey is performed based on the designed questionnaire. We
used Google Forms to conduct this survey, and over 300 participants submitted their
answers through the forms. The duration of collected data through this survey is
more than a month, and we performed this survey in the middle of this pandemic era.
We avoided collecting and revealing personal or sensitive information to assure that
the participation is anonymous and spontaneous. Incomplete questionnaire data was
removed where ratings and quantitative answers were replaced by regional averages
if missing. We spent 40% of our time for data preparation and survey. We asked
students various types of questions to identify their performance and satisfaction in
this online learning mode during the pandemic situation. Students answered if they
had any previous experience of online learning, were they missing their face-to-face
learning, about the interactivity between online and in-person learning mode, about
their course load and progress ratio, problems they faced in online learning mode,
and which types of online learning mode they preferred. We were asking faculty
members about their previous experience related to online learning mode, were they
missing their face-to-face teaching, student–teacher interactivity between online and
in-person learning mode, about their work load, student performance and course
dropped ratio, and problems they faced in online teaching. In our designed survey, we
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collected data for these variables: country type, country name, joined online classes
before, is synchronous learning, are they missing something in an online class, in-
class interactiveness rating, online interactiveness rating, assignment performance,
class load, class dropped, satisfaction, what are the improvement opportunities they
feel about emergency remote teaching, even after going back to in-person classes
which part they think can still be continued online, and ranking of the problems they
faced. Each answerwas an independent variable to construct our decisionmodel after
data collection. Then, we preprocessed the raw dataset that is used in three stages—
Data Analysis, CIPP Evaluation Comparison and Analysis and SEM Modeling.

3.2 Data Analysis

Our survey was designed to identify the unique problems of two distinct zones;
developing and developed countries. Therefore, the questions had a part to identify
the problems and gaps and rank them. For quantitative analysis, we compared the
satisfaction ratio, term loads, and performance of students and faculty members of
developing anddeveloped countries betweenonline classes and in-person classes. For
qualitative data analysis, we collected information from both teachers and students
to determine improvement areas which should be addressed in such situations.

Other than that, students were asked to rank identified problems according to their
priorities. We used these data in SEM modeling too. The problem list:

– Internet Connectivity
– Internet Speed
– Group works
– Financial Constraint
– Lack of proper devices
– Motivational Support
– Office Time productivity
– Time Management or Scheduling
– Special needs student access
– Home/Work–life balance Distractions
– Academic Integrity (Avoiding plagiarism and maintaining academic honesty).

3.3 CIPP Evaluation Comparison

CIPP is a well-known program evaluation method developed by Daniel Stufflebeam
and his colleagues in the 1960s [34]. CIPP is an acronym for context, input, process,
and product. “Context” deals with the goals of the program and seeks answers for the
questions like: “What should be focused?.” Then “Input” deals with the plans and
answers about “How the necessary things are arranged?.” “Process” is connected
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to the actions, and answers questions like “Are we doing as planned?” and finally
“Product” is deals with the outcome and answers questions like “Did the program
actually deliver?.” After setting the questions and measuring the weighted answers,
we were able to compare CIPP score of ERT for both the zones.

3.4 SEM Modeling and Analysis

First, we imported a preprocessed, error-free dataset into smart PLS. As per our
model hypothesis, we took three latent variables: Student type, stress, and impact.
Figure3 shows the diagram of our proposed model. There are five observed vari-
ables in student type—zone, experience with online learning, like asynchronous
mode, online interaction and in-person interaction. All these five observed variables
are in formative manner. Now coming to the second latent variable which is stress.
Observed variables in stress include, workload, missing face-to-face, and other prob-
lems mentioned and ranked in Fig. 2. All these observed variables of stress are also
in formative manner too. Finally, coming to the last latent variable which is impact.
From impact, three observed variables come out in a reflective manner including,
DroppedCourses, Performance, and Satisfaction. There were total of three hypothe-
ses in this entire process. One hypothesis was from student type to stress, another
one was from student type to impact and lastly from stress to impact. In this overall

Fig. 2 Problem frequency
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Fig. 3 ERT conceptual framework

process, from student type and stress we found our third latent variable which is
impact.

We used the Consistent PLS algorithm in SmartPLS to find three impacts that
were used. This was our choice because only two types of indicators were present:
formative and reflective. After applying the Consistent PLS algorithm, we measured
the value of path square, F Square, and total effect. Apart from this, we also found
out the values of row-alpha for each of the three latent variables.

4 Results and Evaluation

We used different data mining techniques, structural equation modeling (SEM) and
finally compared theCIPP evaluation for both zones to answer our research questions.
We used python, R, SmartPLS-SEM, and Excel in our data analysis. Here, we present
the outcomes of our described analysis procedures.

4.1 SEM of the Student

To test the aftermath of exogenous variables on the endogenous variable, the struc-
tural model is examined [8]. Our present study consists of three independent vari-
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Table 1 Study of the structural model

Hypotheses Path coefficient (β ) F-Square Total effect

H1: Student type ⇒ Impact 0.537 0.557 0.656

H2: Student type ⇒ Stress −0.338 0.129 −0.338

H3: Stress ⇒ Impact −0.354 0.242 −0.354

Fig. 4 Path analysis

ables (student type, impact, and stress). Independent variable student type has five
dependent variables which are zone (developing/developed), experience with online
learning, like asynchronous mode, interaction (online), and interaction (in-person).
Another independent variable stress has three dependent variables which are missing
face-to-face, work load, and problems (frist, second, third, fourth, fifth). The inde-
pendent variable impact has three dependent variables (performance, satisfaction,
and dropped courses). Table1 shows the results of the SEM model of our current
study that contains the path coefficient (β), F-Square and total effect.

The first hypothesis (H1) assessed the relationship between student type, and
impact. The findings represented that student type has a remarkable positive influ-
ence on impact (β = 0.537) which represents a positive relationship between these
two latent variables. Accordingly, the second hypothesis (H2) assessed the relation-
ship between student type and stress. The findings represented that student type has
a negative effect on stress (β = −0.338) which represents a negative relationship
between these two latent variables. Finally, the third hypothesis (H3) assessed the
relationship between stress and impact. The findings represented that stress has a
negative effect on impact (β =−0.354) which also represents a negative relationship
between these two latent variables. In Fig. 4, we can see the path analysis values of
our model (Table 2).
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Table 2 Rho alpha values Latent variable rho_A

Impact 0.751

Student type 1.000

Stress 1.000

Fig. 5 F-Square

In linear regression, we used F-Square for calculating the effect size. Our current
study consists of three hypotheses H1, H2, and H3. The F-Square values of these
three hypotheses are represented in Fig. 5.

H1 has an F-Square value of 0.557 which indicates a large effect. H2 has an F-
Square value of 0.129 which indicates a small effect. H3 has an F-Square value of
0.242 which indicates a medium effect.

Total effect indicates the summation of the direct and indirect effects of a rela-
tion. Figure6 represents the total effect of our proposed model. In Table 1, the first
hypothesis (H1) has a total effect of 0.656 and from the path analysis, we can find
the direct effect of H1 is 0.537. So the indirect effect of H1 is 0.656-0.537=0.119.
The second hypothesis (H2) has a total effect of -0.338 which is equal to its direct
effect. So H2 has no indirect effect. The third hypothesis (H3) has a total effect of
-0.354 which is also equal to its direct effect. So H3 also has no indirect effect.

Table 2 represented the rho alpha values of latent variables where rho alpha is a
reliability coefficient which is used for examining composite reliability in structural
equation modeling. For latent variable impact, we get rho_A value of 0.751. For the
remaining two latent variables, i.e., student type, and stress, we get rho_A value of
1.000.
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Fig. 6 Total effect

4.2 In-Class Versus Online Student’s Satisfaction

We wanted to know and compare the satisfaction level of students while undergoing
ERT. Figure7 is providing us a histogram of satisfaction for both developed and
developing countries. The red color represents the ratings of the online class par-
ticipants, and the blue color represents in-class participants of course work. Length
of bars is a representation of the higher satisfaction score of that number. Moving
average density graphs is also showing a similar tendency. The red-colored or online
class has more tendency to rate around five where blue-colored or in-class partici-
pants tend to rate their satisfaction near 8 where their density cloud is in the peak.We
can conclude that thosewho have participated in-class courses havemore satisfaction
than online.

4.3 Online Versus In-Person Missing

The answer to the question “Is online education a replacement of regular in-class
teaching or this is just the habit of participation among students?” we produced the
next chart (Fig: 8) which is a mosaic chart where area of the rectangle distinguishes
between smaller and bigger values for comparison. It shows the group of overlapped
categories “JoinedOnlineClassesBefore” and “MissingSomething”. By comparing
the area of the chart, we can see that whoever had not attended an online class before
was missing something that those who had attended one possessed. Therefore, we
can say this is a habituation within the system.
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Fig. 7 Student’s satisfaction score

Fig. 8 Missing in-person classes

4.4 Problems Prioritization Frequency

Our initial investigation was in two major fields: effects of ERT and to find what
are the hindrance behind execution of ERT. After surveying and asking students to
rank the difficulties they were facing in ERT, we identified the problems. Figure2 is
showing problems and the count of their occurrence came up in relative frequency.
The X-axis represents the priority, and the y-axis contains the list of 11 common
problems in online classes. The developed country is represented in red color and
developing country is in the blue color. The radius of intersection is the severity of
that problem or the problem mentioned in the y-axis coming up in priority. Priority
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1 means primary problem, and priority 11 means least appearance in considera-
tion. Number one problem of a developed country was found to be distraction, and
most frequent problem was Internet connectivity and speed. Several other problems
like motivational support (in developed countries), missing group activities (in both
developed and developing countries), office time productivity (mostly in developed
countries), and home/work–life balance (also in developed countries) were also seen
as significant. Surprisingly, financial constraints and lack of proper devices did not
come up in the ranking. Also, time management was in medium-level priority, while
special needs student access was in low-level priority. We also kept one open-ended
comment for 12th problem which we considered for qualitative analysis.

4.5 Comparison of Factors

Wewere also interested to know different factors and the relation between them. The
next plot (Fig. 9) is showing some fact comparison between teachers and students
of developed and developing countries. Developing countries had less experience
in online classes before (faculty 36% and students 38%) than developed countries
(faculty 67% and students 43%). Asynchronous mode of education shows mixed
results from a developed country (faculty 0% and students 27%) and developing
country (faculty 27% and students 19%). So, in developed country, faculties did
not like asynchronous at all, wherein in developing countries, faculties liked this
mode of learning more than students. In pandemic situations, feedback for missing
face-to-face is very high in both developed (faculty 67% and students 70%) and
developing countries (faculty 100% and students 77%). This ratio is also mixed.
Students are missing face-to-face classes more than teachers in developed countries,
where it was the opposite in developing countries. All teachers were missing face-
to-face presence. The course dropped ratio was higher always in teachers feedback
than students in both developed (faculty 33% and students 30%) and (faculty 36%
and students 7%). Course dropout was comparatively lower in developing countries
than the developed ones.

4.6 Term-Wise Loads Perception

Online teaching systems require more concentration to achieve success because in-
class teaching is more interactive, and the chance of distraction is less there. Term
loads (Fig. 10) show the mixed results in two types of countries. In the current
COVID-19 pandemic situation, in developed (faculty 53% and students 100%) and
developing (faculty 49% and students 55%) countries, majority of people were think-
ing their term loads were more than usual. 100% of developed country faculties
thought their term load had increased. In developed (faculty 0% and students 27%)
country got less “no change” feedback than the developing countries (faculty 18%
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Fig. 9 Comparison of factors

Fig. 10 Term-wise loads

and students 22%).A smaller number of faculty and students felt their course pressure
was less in ERT system: developed (faculty 0% and students 20%) and developing
(faculty 27% and students 29%).

4.7 Comparison of Student’s Performance

Student performance feedback (Fig. 11) is mixed from two zones. The graph shows
student’s self-assessment of how they were doing and what faculties were thinking
about their performance. In both developed (faculty 33% and students 3%) and devel-
oping (faculty 45.5% and students 26%) countries, students were thinking less about
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Fig. 11 Comparison of student’s performance

worsening their performance where faculties were thinking their performance was
degrading. We see the mixed results in “same performance feedback.” In developed
countries (faculty 67% and students 60%) faculties thought that student’s perfor-
mance was same but in developed countries, (faculty 9% and students 28%) students
thought that their performance was same as before in ERT. From those who were
thinking their performance was increasing in developed countries (faculty 0% and
students 37%), no faculty thought their performance was better in the new system,
but in developing countries, (faculty 45.5% and students 46%) both faculties and
students in similar ratio thought that students’ performance was better in remote
learning.

4.8 CIPP Evaluation in both Zones

As we can see in the evaluation spider chart (Fig. 12), in terms of the context that
is goal and objective, developed countries (blue) were way ahead than the develop-
ing countries (orange). They knew what was coming, whereas developing countries
were waiting to see what could be done when it arrived. Process wise the approach
was similar, as developed countries had clear cut plans, they could smoothly follow
that, whereas developing countries suffered during execution due to lack of proper
preparation. Input shows that when the lockdown was in effect, developing countries
quickly planned and started executing faster than the developed countries. But at the
end, product shows end performance of the program was similar though the scores
suggests it could have been better for both.
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Fig. 12 Zone’s CIPP evaluation

4.9 Qualitative Analysis

Almost 100% of educational institutes in developed countries use a student learn-
ing management system, e.g., blackboard, canvas, and most of them offer online
degrees. A decent Internet connection and devices were available to the majority of
the students but not all. On the downside, students missed better workload distribu-
tion and recording of lectures. They also noticed the absence of adequate innovative
methods/tools for functional collaboration/group work and a successful run of a lab
class.

To properly conduct a lab class, teachers found existing tools inadequate. Besides,
teachers found recording only the key sections of a lecture very useful and convenient.
Teachers also noticed the lack of advanced technology and training to monitor stu-
dent’s attentiveness, participation, and assessment/evaluation/exam. Faculties from
developing countries also shared the same experience.

Besides, developing country teachers and students felt they needed better Internet
infrastructure, access to student learningmanagement systems, better communication
technologies, and tools to make the class more engaging (student–teacher interac-
tion). Students found the recording of the class lecture extremely useful, but class
materials were not well prepared.
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5 Conclusion

This COVID-19 pandemic has taught us an important lesson: “Good planning always
pays off.” The educational institutes that planned thoroughly about ERT faced com-
paratively less problems during execution than the others who did not plan ahead.
Technological advancement favors developed countriesmost of the time, but from the
teaching and learning perspective, as we can see from the outcomes of this research,
developing countries can catch up too. Priorities and problems can also be differ-
ent between these two groups, yet requirements to tackle them and their demands
are similar in nature which suggest that the useful and effective uses of the sustain-
able technology will help both the zones in the long run. Institutes no matter which
zone they are in should plan well and invest sufficient budget to ensure better ERT
experiences for the instructors and learners. The analysis outcomes presented in this
research can easily be incorporated into the strategies developed by the educational
institutes.

We are also well aware that there are number of machine learning applications
available in online teaching and exams systems [14] that may have significant poten-
tial in such settings. In the future, we are planning to study effectiveness and adoption
of AI in ERT and suggest what measures should be taken to make ERT a better expe-
rience in different zones.
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Part IV
Adapting for Improved Resilience



Chapter 18
Anticipating and Preparing for Future
Change and Uncertainty: Building
Adaptive Pathways

Jeremy Gibberd

Abstract The COVID-19 pandemic has highlighted how ill-prepared the building
sector has been in anticipating and responding to change. Further major disruptions
related to climate change, emerging technologies such as artificial intelligence and
new business models, are anticipated. It is necessary, therefore, to prepare for this
change in the way we plan and manage built environments. This paper investigates
the nature of anticipated future change and its implications for buildings. It proposes
a structured approach to prepare for, and respond to, change in a proactive, struc-
tured way. This methodology is called building adaptive pathways and is illustrated
and tested through application to a case study. Findings indicate that methodology
provides useful insights into how change and uncertainty can be addressed in built
environments and recommends that further work on the approach be undertaken.

Keywords Uncertainty · Change · Building adaptive pathways

1 Introduction

In February 2021, it was estimated that there were 112 million coronavirus cases
globally and almost 2.5 million deaths [1]. In the worst-hit areas, there were 493
deaths per 100,000 people [2]. In badly affected countries, death rates were 188 per
100,000 people in Belgium, 187 in Slovenia and 176 in the UK [3]. In many areas
of the world, hospitals struggled to cope with the surges of coronavirus patients.
In February 2021, US hospitals in states like California and Georgia were under
‘extreme stress’ and had more than 30% of their ICU beds are filled by COVID-19
patients [4]. Shifting population demographics and the extreme stress imposed on
buildings are examples of changes that built environments need to cope with because
of the coronavirus epidemic.

Climate change is bringing other changes, such as higher temperatures, increas-
ingly erratic weather conditions and storms and droughts [5]. Existing infrastructure
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and systems in many cities and urban areas have not been adapted for this change,
and services such as water and electricity supplies are likely to become increasingly
unreliable [6].

At the same time, new technologies are being applied to buildings. Globally, there
has been a rapid increase in onsite energy generation using photovoltaic systems.
Local energy production has enabled the development of markets in which producers
and consumers of electricity trade this through peer-to-peer local energy transactions
and microgrids [7]. New business models are finding ways of using latent building
capacity. An example is Airbnbwhich rents out unused spaces and rooms and provide
owners with revenue for this [8].

Rapidly changing environments and increased stresses being placed on buildings
mean that there is an urgent need for these to be managed differently. The nature of
this change means that it is difficult to predict what will happen. However, as the
impact of these changes is very significant, changemust be planned for and addressed
effectively.

Building management and planning must therefore anticipate change and develop
strategies that address this. This responsive approach is the focus of the Building
Adaptive pathway methodology. This paper presents the methodology and critically
evaluates whether this provides an effective planning tool for addressing issues such
as climate change, the COVID-19 pandemic and new technologies and business
models that have become part of a rapidly changing built environment.

2 Adaptive Pathways

Adaptive pathways refer to a methodology that assesses the adaptability potential of
management strategies into the future [9]. The approach was conceptualized in 2010
and developed initially for climate change adaptation [10, 11]. It has been applied
in three main ways. First, it has been used to understand climate change adaptation
and develop plans to address this. Second, it has been used to promote collaborative
learning and adaptive planning processes. Third, it has been used as a structured way
of managing complexity and long-term change [11].

A key tool within the methodology is the visual representation of potential actions
and sequencing (paths) that can be implemented. Key thresholds or tipping points are
identified which will potentially change the conditions of stable systems into another
state [12]. By predicting these points, the methodology can steer around these by
developing plans which chart, evaluate and implement different courses of action
before disruptive events occur [13].

The approach considers system vulnerabilities to ensure that these are inte-
grated and addressed in a proposed adaptive pathway plan [14]. Developing adaptive
pathway plans requires insight into the type and size of potential future challenges. It
also requires an understanding of how these challenges can be avoided or overcome
through physical measures or policy instruments. In addition, there must be a good
understanding of the likely impacts of physical measures and policy instruments to
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Fig. 1 Adaptive pathway map and pathway scorecard [16]

ensure that these are appropriate and sufficient for future challenges and do not have
unintended consequences [15].

Figure 1 provides an example of an adaptive pathways map [16]. This shows
the nine different possible pathways that can be pursued, starting from the current
situation. It shows that within 4 years the current situation will reach a tipping point
and therefore changes need to be made to avoid this. Actions A and D enable tipping
points to be avoided for the next 100 years. If Action B is chosen, this will lead to a
tipping point being achieved in about 9 years. This will require a change to one of
the other pathways (follow the orange lines). If action C is chosen, this will require
a shift in about 85 years to Action A, C or D. The scorecard pathways provide an
evaluation of the different actions in terms of cost, target effects and side effects.

The adaptive pathways methodology has been applied to flood risk planning [15,
17], developing resilient waterfronts [13], sustainable development planning [9], the
development of small-scale PV systems [18] andwater supply planning [16, 19]. This
study explores how the adaptive pathway approaches can be applied to the planning
and management of buildings to respond to economic uncertainty, climate change
and impacts related to the COVID-19 pandemic. The methodology for the study is
outlined below.

3 Methodology

The methodology follows an exploratory research approach. This is suitable when
research is at a preliminary stage and aspects of the topic are not known. It is appro-
priate for carrying out an initial analysis of a new topic and generating new ideas.
It is used to answer questions like what, why and how and does not aim to achieve
conclusive results. The methodology aims to provide a basis for future research by
exploring a new approach to addressing uncertainty and change within built envi-
ronments. It investigates how the adaptive pathway approach can be developed and
applied to built environments as a way of planning for future change and uncertainty.
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Applying the adaptive pathway approach follows an eight-step process that leads
to the development of a building adaptive pathway plan. The eight steps of the
methodology are briefly introduced below. First, the system is described. This
includes understanding the system’s characteristics, the objectives of the system,
the constraints in the current situation and potential constraints in future situations.
Second, alternative future situations, opportunities and vulnerabilities are identified.
Third, possible actions that can be taken to address future situations are identified.
Fourth, these actions are evaluated in terms of how they effectively address future
situations and create opportunities. Fifth, information from the earlier steps is used
to create an adaptation map of the different actions. Sixth, the adaptation map is
evaluated to develop preferred pathways. Seventh, a contingency plan with correc-
tive actions in case of unexpected events is developed. Eighth, the earlier stages are
used to develop and implement an adaptive pathway plan.

These steps are applied to a case study building and the results are presented
below. The building was selected because it is typical of many office buildings glob-
ally. These buildings were developed 20–40 years ago in suburban campus settings.
Their locations mean that they are poorly served by public transport and are typically
accessed by car.HVACandwater systemswithin the buildings inmany cases have not
been upgraded and are now considered highly inefficient. Change and increasingly
stringent demands on buildings have meant that the inefficiency and poor sustain-
ability performance of this building type are being questioned. It therefore is a highly
appropriate building type for the application of the methodology, and findings from
the study will be relevant to similar building types globally.

Data required for the study were obtained from the organization’s facilities
management unit and publicly available information. This included data from
websites of the organization, the local municipal, water and power utilities and
Google maps (for the site).

4 Results

The results of the study are presented below and follow the eight steps of the
methodology.

4.1 Describe the Study Area

The case study building is an 8409 m2 building located on a research campus in a
suburb in the east of Pretoria as shown in Fig. 2. The site is surrounded by residential
buildings and has limited access to public transport.
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Fig. 2 Aerial photograph of the building and site

The building is owned and occupied by a research organization and is used for
commercial research activities, laboratory work and some training. The accommoda-
tion consists of single offices between 15 and 40m2, shared kitchenettes, boardrooms
and toilets as well as a large double story laboratory as shown in Fig. 3.

As a result of the COVID-19 pandemic, the organization has requested that most
employeeswork fromhome. The pandemic has also affected public transport,making
access to the building and site more difficult. This has particularly affected junior
research and administrative staff who commute up to 50 km from areas with afford-
able accommodation. Utilization rates are estimated to have been around 10% for the
period April 2020 to April 2021. At the same time, the organization is restructuring
to work more closely with industry. The new strategic plan includes objectives that
focus on increased collaboration with industry partners and the redevelopment of
the campus and buildings to support this. As with many other sectors, the organiza-
tion has been badly affected by the economic downturn resulting from the pandemic
and needs to achieve significant reductions in operational costs as income has been
reduced.

Fig. 3 Plans of the case study building
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Significant constraints face the organization and the management of the building.
The organization has identified the need for improved capacity to embark on its new
strategy. However, it has found it difficult to attract new staff as there is significant
competition for suitable staff from local and international corporations, research
organizations and universities.

South Africa has also been affected by energy andwater shortages and projections
from the energy utility indicate that there may be outages because of constrained
capacity for at least the next 5 years [20]. Climate change projections indicate
that temperatures will increase heightening water scarcity. Both issues have led to
rapid increases in energy and water tariffs, significantly increasing operational costs.
Equipment installed in the building is dated and inefficient leading to high energy
and water consumption. Building and space utilization rates are low.

4.2 Problem Analysis

The following possible future scenarios, opportunities and vulnerabilities are iden-
tified. Possible future scenarios are as follows. Firstly, the organization may fail
as income declines and operational costs increase. Secondly, the organization may
decline because of the difficulty in attracting and retaining staff. Thirdly, the orga-
nization may suffer from disruption and reduced productivity because of power and
water supply interruptions.

Opportunities identified for the project are as follows. Converting buildings to
residential and co-living areas could be carried out. Spaces can be refurbished and
rented to partners and organizations in linked industries to create synergies and
improved cooperation. Energy-efficient and renewable energy technologies could be
installed. Water-efficient, greywater and rainwater harvesting technologies could be
installed.

The current vulnerabilities identified are as follows. There may be an unwill-
ingness by management to address issues and implement change. Capital costs of
changes may be deemed too high.

4.3 Possible Actions

Possible actions identified based on the opportunities and vulnerabilities identified
are as follows. Firstly, residential and co-living spaces could be integrated into the
existing building to accommodate research and support staff. Resulting affordable
accommodation in an attractive campus can be used to attract and retain staff.
Building operating costs can also be shared. Secondly, partners can be identified
and encouraged to take up space in the building. Having partners close by can be
used to support improved collaboration and share operating costs. Thirdly, an energy
system upgrade can be developed with backup power for 1–2 h. Fourthly, a water
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Table 1 Pathway scorecard for the project (author)

Actions Vulnerability Opportunity Date required

Co-living + + 1–2 years

Partner tenants ++ +++ 1–2 years

Energy efficiency ++ + 1–2 years

Water efficiency ++ + 1–5 years

Off-grid energy system +++ ++ 1–5 years

Off-grid water systems +++ ++ 5–10 years

Key

Address vulnerabilities fully +++ Creates new
opportunities

+++

Partially addresses vulnerability ++ Partially creates new
opportunities

++

Does not address vulnerability + Does not create new
opportunities

+

efficiency system upgrade can be installed to improve water efficiency and provide
backup for 1–2 days. Fifthly and sixthly, full off-grid energy and water systems could
be installed.

4.4 Evaluate Actions

The actions identified in ‘Actions’ are evaluated in this stage. This assesses the action
in terms of vulnerability, opportunity and date required. The vulnerability assessment
reflects the extent to which the proposed action resolves the vulnerabilities identi-
fied. The opportunity assessment evaluates whether new additional opportunities are
created because of the action. The ‘date required’ assessment indicates the date by
which the action should be taken to address the vulnerability. This evaluation is
shown in Table 1.

4.5 Assembly of Pathways

The information from previous steps is used to assemble pathways and create an
adaptation map with a portfolio of actions that address vulnerabilities and create
opportunities for the building. This is shown in Fig. 4.
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Fig. 4 Building adaptive pathways for the project (author)

4.6 Preferred Pathways

A review of Fig. 4 is used to identify a preferred pathway. This is as follows. Firstly,
partner tenants and co-living actions would be taken and be completed within the
first 1–2 years. This ensures that the operating costs of the building are shared,
reducing costs for the organization. It also promotes collaboration, increasing the
competitiveness of the organization and improved access to markets. The co-living
action can be used to attract the suitable capacity required to implement the new
strategy and ensure that existing junior researchers and support staff are retained
through attractive living environments. Secondly, improvements in energy efficiency
would be carried out and an off-grid system would be installed in the first 2 years.
This would avoid business disruption as an electricity supply would be maintained.
Operational costswould also be controlled and could be shared between tenants in the
building. Thirdly, water efficiency could be improved, and an off-grid water system
installed in the years 3–5. This would enable the organization to avoid disruptions
associated with water shortages and outages. Water costs would also be controlled
and shared between users of the building.

4.7 Contingency Planning

A contingency plan would be developed to enable corrective actions to be undertaken
to stay on track in case of more rapid change or unforeseen events. This plan would
include triggers and contingency actions that responded to these events. Key actions
and associated triggers and responses are outlined in Table 2.

This shows that if existing spaces within the building continued to have utiliza-
tion of below 30%, the partial conversion of office spaces to residential units and
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Table 2 Contingency plan
for the project (author)

Actions Trigger Response

Co-living 0–30% utilization
rates for 12 months

Fastrack conversion

Partner tenants 20–50% utilization
rates for 12 months

Fastrack
identification of
partners

Energy
efficiency

1–2-h
interruptions/month

Fastrack energy
system upgrades

Water efficiency 1–2-day
interruptions/month

Fastrack water
system upgrades

Off-grid energy
system

3–4-h
interruptions/month

Full off-grid energy
system installation

Off-grid water
systems

2+ day
interruptions/month

Full off-grid water
system installation

tenants should be fast-tracked. This avoids further wastage of space and ensures that
the organization can share building operating costs with others. Energy and water
outages of longer than 1–2 h would trigger the fast-tracking of energy and water
installations. Where outages were longer and the building experienced 3–4-h elec-
tricity interruptions per month and/or over 2-day water interruptions, full off-grid
system installations would be fast-tracked.

4.8 Dynamic Adaptive Plan

The results from the early steps can then be developed into a building adaptive
pathway plan. This plan would include the objectives, the actions and phasing of the
plan. Costs and implications of not implementing the plan would also be provided.

5 Discussion

A review of the methodology indicates that it generates interesting and challenging
options. This includes actions such as the incorporation of residential accommodation
and full off-grid energy and water systems that are significantly departured from the
norm. While these actions may seem radical, they may be necessary to sustain the
organization. The methodology, therefore, provides a useful way of ensuring that
organizations and decision-makers make difficult decisions that are necessary for
business survival and continuity. This is valuable as it could reduce business failures
and the wastage and lost opportunity associated with unproductive assets.

The methodology could also help the organization and decision-makers under-
stand future change and uncertainty in a way that can be used to inform strategic
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plans and decisions. By identifying vulnerabilities and opportunities, the method-
ology encourages the development of more lateral thinking which enable better and
different models and solutions to be developed. The contingency plan development
included in the plan enables dynamic responses to changed circumstances [21].
This supports rapid decision-making and avoid delays which could have significant
negative implications for businesses. The building adaptive pathway plan developed
through this process, therefore, enables organizations to face uncertainty and future
challenges and plan for this in a structured proactive way. Developed plans offer the
potential for major disruption and failure to be avoided, enabling organizations and
buildings to be more resilient and able to deal with future change when this happens.

However, the quality of the plan requires a rigorous approach to understanding the
current situation, future change and uncertainty and being able to identify vulner-
abilities and generate opportunities. As potential actions may require significant
deviations from the norm, independent thinking and decisive action are needed for
implementation.

The methodology could be criticized for being insufficiently scientific. This is
a valid criticism where all the influencing factors are known or can be estab-
lished. However, increasingly, under conditions related to climate change, or a global
pandemic, the exact nature of influencing factors is not known, and while specialist
studies can be used to obtain more detail, a changing context may result in find-
ings rapidly becoming redundant. Given this context, the building adaptive pathway
methodology provides a valuable tool for thinking about how uncertainty is managed
in buildings. The approach provides a structured way of addressing vulnerabilities
and drawing on opportunities to develop flexible plans that can be used to deal with
future change.

6 Conclusion and Recommendations

The building adaptive pathway methodology was developed and applied to investi-
gate how future change and uncertainty could be planned for in the built environment.
The methodology was applied to a case study building to show how climate change,
economic uncertainty and failing municipal services could be addressed and planned
for. The study provides valuable insight into how plans and actions can be structured
to respond to uncertainty and future change. It indicates that the adaptive pathway
approach appears to offer significant potential asmeans for planning for future change
and uncertainty in built environments and recommends that this be developed further.
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Chapter 19
A Health-Energy Nexus Perspective
for Virtual Power Plants: Power Systems
Resiliency and Pandemic Uncertainty
Challenges

Sambeet Mishra and Chiara Bordin

Abstract This chapter introduces and discusses a novel “health-energy nexus under
pandemic uncertainty” concept that arises as a consequence of the current pandemic
that we are experiencing worldwide. In light of the pandemic implications on the
power and energy systems, we discuss how the global health conditions are tightly
connected with the energy consumption needs and how the two areas closely interact
with each other. A real-world dataset from the Estonian energy consumption over
three years (2018, 2019, 2020), together with information gathered in the recent
literature, will be illustrated to motivate the foundations behind the health-energy
nexus concept. Opportunities and challenges that lie behind the interaction between
health and energy will be outlined, and ways to address the changes in the power
systems resiliency due to pandemic conditionswill be discussed.Virtual power plants
will be presented, as a way to address the pandemic challenges and improve the
systems’ resiliency and reliability. A novel concept of Cyber-Physical Health-Energy
Systems will be discussed. Moreover, the value of interdisciplinary education and
research, together with the novel interdisciplinary domain of energy informatics,
will be proposed as key pathways to overcoming the challenges posed by the novel
health-energy nexus under pandemic uncertainty.

Keywords Virtual power plants · COVID-19 · Energy informatics · Optimization

1 Introduction

The recent COVID-19 pandemic outbreak has significantly changed how society
functions at various levels. For power and energy systems, both the commercial and
the residential load demands are experiencing a dramatic change in the pattern of
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consumption. The load demand, both heating and electric, used to be distributed
with peak demand at the office buildings during the day, and residential demand
peaks during the early morning and late afternoon/evening. Due to the “work-from-
home” requirements during the pandemic, the electric demand has been flattened.
Most people live indoors, even for working hours; therefore, the overall consumption
stays flat. The office buildings normally have a higher volume of energy consumption
due to their bigger size. These types of commercial demands are no longer relevant
as they were before. The other sector which experienced a high degree of disruption
is the transportation sector. The energy consumption in the transportation sector
came to a stand-still. The energy production sector has also experienced a significant
change in the utilization of the total capacity. The energy production from behind the
meter generation units, such as small PV or battery banks, ismostly consumed locally
instead of through grid injection. The large generation units are not fully utilized,
since the total volume of consumption is reduced, due to a smaller consumption from
office buildings and transportation.

The authors in [1] present the impact of COVID-19 within the power and energy
sector. The climatic conditions have improved dramatically with the reduction in the
NO2 and CO2 levels during the lockdown periods. The paper also outlines how the
total volume of electric demand has decreased in this pandemic period, compared
to previous years. Moreover, a report developed by the International Energy Agency
outlines that the renewable energy generation in Europewas higher than that of fossil-
fuel-based generation during the lockdown [2]. However, in the USA, the balance is
gradually shifting toward higher fossil-fuel utilization. In Europe, the same trendwas
observed—as the total electricity demand falls, the share of renewable energy in the
total generation mix increases, while the share from non-renewable resources falls.
Since the overall electric demand has fallen in volume, a higher portion is met by
renewable-based resources in comparison with fossil fuel-based. Indeed, new record
generation from solar and PV resources is registered during the lockdown in Europe.
At the same time, natural gas generation has increased due to low prices and high
carbon prices.

1.1 Objectives and Key Contributions

The objective of this work is to introduce and discuss a novel “health-energy
nexus under pandemic uncertainty” concept that arises as a consequence of the
current pandemic that we are experiencing worldwide. Traditionally, the concept of
“health-energy nexus” in literature has been utilized merely to investigate the energy
consumption within the healthcare system [3]. However, other studies proposed a
health-energy nexus concept to investigate the effect of climate change on the overall
state of health of the population and accounting for the health impacts from electricity
generation to justify the decarbonization needs [4]. The key contribution of this work
is to propose a novel health-energy nexus perspective that widens the scope: In light
of the pandemic implications on the power and energy systems, we discuss how the
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global health conditions are tightly connected with the energy consumption needs
and how the two areas closely interact with each other. Real-world dataset [5–8] from
the Estonian energy consumption over three years (2018, 2019, 2020), together with
information gathered in the recent literature, will be illustrated to motivate the foun-
dations behind the health-energy nexus concept. Opportunities and challenges that
lie behind the interaction between health and energy will be outlined, and ways to
address the changes in the power systems resiliency due to pandemic conditions will
be discussed.Virtual power plantswill be presented, as away to address the pandemic
challenges and improve the systems’ resiliency. A novel concept of Cyber-Physical
Health-Energy Systems will be discussed. Moreover, the value of interdisciplinary
education and research, together with the novel interdisciplinary domain of energy
informatics, will be proposed as key pathways to overcome the challenges posed
by the novel health-energy nexus under pandemic uncertainty. Finally, the role of
energy policies within the nexus will be outlined.

2 The Novel “Health-Energy Nexus, Under Pandemic
Uncertainty”

As outlined in the previous section, the recent pandemic outbreak of COVID-19 is
adding new challenges and it is already affecting the energy and power sector as a
whole. Therefore, new solutions should be able to address the effects of extraordinary
scenarios, like the one we are currently experiencing with the COVID-19 pandemic.
Utilities are looking at the impact of lessening the demand for power fromcommercial
and industrial enterprises, and the possible rise in consumption from the residential
sector, with schools and businesses closed and people ordered to work from home
[9]. The pandemic outbreak opens the doors to “a new health-energy nexus,” showing
that health and energy are linked to one another, and events in one particular area can
have effects on the other area. Due to the shifting of energy demand from commercial
areas toward residential areas, pandemics like the current COVID-19 can lead to an
outage, and thereby, they represent a reliability and resiliency concern for power
systems. Indeed, during the outbreak, the power network resiliency is threatened,
and power companies should know which areas of the network need more attention,
and which ones least.

Figure 1 summarizes the key concepts of the proposed novel health-energy nexus.
The health and energy sectors are tightly interconnected, as is shown by the blue

circle of health that intersects the green circle of energy. The pandemic uncertainty is
the issue that lies at the intersection between health and energy. Indeed, global energy
consumption has radically changed due to the pandemic situation that introduced
new working and living habits for people. Thus, a health-energy nexus arises that
poses both challenges and opportunities to be addressed. The main challenge is that
the power and energy systems must adapt to the new energy needs that arise as a
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Fig. 1 Key concepts of the novel health-energy nexus

consequence of the pandemic, with particular regard to new demand curves, new
demand peaks, and new demand concentrations.

The figure shows that it is possible to focus on three main concepts to
address the health-energy nexus challenges posed by the pandemic situation: VPP,
interdisciplinarity, and the novel domain of energy informatics.

These concepts represent the main opportunities that we discuss in this work.
Indeed, they are the three paths that jointly can lead to solutions to the challenges of
the health-energy nexus.

3 Energy Demand Patterns and Other Pandemic
Implications

Figure 2 shows a schematic representation of the cascaded implications of a
pandemic, from societal work/life habits’ change toward new energy consumption
trends that generate new emerging technical issues for power systems, leading to
the need for new approaches and solutions. This is the key path that lies behind the
health-energy nexus proposed and discussed in this chapter.

As shown in the figure, the overall pandemic situation has threemain implications,
which are all tightly linked to the energy and power systems field: new working
habits due to home office, higher use of online meetings due to social distancing
requirements, and different traveling habits due to the overall safety restrictions.
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Fig. 2 Cascaded implications of a pandemic: from health to energy

The new advent of home office (namely, smart-working or home-working) gener-
ates new demand peaks and new demand concentrations, due to the shift of workers
from industrial and commercial areas to residential areas. This means that it is not
only the aggregated energy demand of a country that is affected by a pandemic, but
it is also the sectorial energy demand that is subject to variations [10].

Another reason why the energy demand patterns change under pandemic condi-
tions is due to the energy demand being more scattered during the day. Indeed, while
before the demand was concentrated in industrial/commercial areas where offices
and working places were accessible, now it is scattered in wider residential areas due
to home-working requirements [11, 12]. In sum, commercial and industrial demands
decline, but residential demand increases [1].

Few works in the literature have recently investigated the impacts of stay-home
living patterns on the energy consumption of residential buildings. The study in [13]
shows that in the USA, the overall electricity demand is lower because the lockdown
impacts negatively the activities within commercial buildings and manufacturing
sectors. However, the energy consumption for the housing sector increased by 30%
during the full 2020 lockdown period. This is because of the higher occupancy
patterns during daytime hours, which led to higher use of energy-intensive systems
such as heating, air conditioning, lighting, and appliances.

Limited analyses have so far been conducted to evaluate the impact of lockdown
and stay-at-home orders on energy use for various sectors. The study in [13] discusses
sectorial demand variations pre- and post-COVID-19. The data gathered among
Argentina, Australia, United Kingdom, Ireland, and Texas suggest that the overall
trend is an increase in the residential energy demand and a decrease in the commercial
and industrial energy demand. The available data are not enough to make a thorough
comparison between the demand patterns in the commercial and industrial sectors.

Authors in [14] discuss the different energy consumption of industrial and
commercial areas with commuting, compared to a home office. They show that
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consumption is interrelated, where the decrease in energy consumption in offices
will lead to an increase in energy consumption at home. However, an important
observation of this study is also that the degree of increment and decrement, which
contribute to the net consumption, is not equivalently shifting between the options.
So far, there are not yet enough studies to fully understand such energy demand
trends under pandemics.

In addition to the few data available in the literature, new data for the Estonian case
will be presented anddiscussedbelow, to better understand the pandemic implications
on the overall power system.

In Fig. 3, the total electricity demand in Estonia during the years 2018–2020 is
presented. In Fig. 4, annual electricity consumption and the cumulative number of
COVID-19 cases officially registered are presented.

Fig. 3 Total electricity consumption with hourly resolution from 2018 to 2020 in Estonia

Fig. 4 Number of covid cases and energy consumption in 2020 in Estonia
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The time-series data are obtained from the Estonian transmission system operator
Elering [5]. Time-series data describe the pattern and trends in a dataset. However,
electricity demand is highly correlatedwith theweather but also dependent on various
other variables such as holidays, appliances, etc.

Three consecutive years are compared to validate if a trend is temporary or
persistent. From the observations, the total volume of consumption has dropped
below 1400 MWh in 2020. In the past two years, the consumption volume peaked
at 1500 MWh. This validates the fact that total volume has dropped. The factor that
could describe this change is the pandemic outbreak.

On March 13, 2020, the Estonian government has declared a state of emergency
until 1 May which was later extended until 17 May. Looking more closely at the
daily consumption patterns on 1 May over the three years, in Fig. 5, it is evident that
the trend has changed. Apart from the volumetric change, the trend has smoothened
during the pandemic. The peak demand hours from 15:00 to 20:00 are highlighted
where the trend can be observed.

Moving to monthly demand patterns during May over the three years presented
in Fig. 6, there is a consistent change in patterns. For example, during 12, 17, and
25 May, the patterns are similar during the years 2018 and 2019, while in 2020 it is
different. The patterns were also observed during the first week of May as in Fig. 7.
During days 4 and 5.

Histograms of the consumption are presented in Fig. 8 which demonstrates the
overall pattern of the consumption by how frequently certain volumes of consump-
tion were attained. In 2020, the peak demand was 800 MWh which occurred a
little over 500 times. In 2019 and 2018, the peak demand was 1000 MWh which
occurred 480 times. Through this investigation, it is established that the total volume
of consumption was reduced, and the pattern of consumption was changed.

Fig. 5 Electricity consumption with an hourly resolution during a day
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Fig. 6 Electricity consumption with an hourly resolution during a month

Fig. 7 Electricity consumption with an hourly resolution during a week

A similar trend was observed almost everywhere as reported by the IEA [2]. The
plausible explanation is the pandemic that has impacted the way energy is consumed.
Work from home has led to less energy consumption in office buildings and public
places. Beyond that, the transportation sector has been significantly impacted by
local and international commutes.

From a power system perspective, the power network is unevenly loaded. While
normally the network has a high capacity made available to the office buildings or
public places, the concentration of demand has now shifted to purely residential
areas. Certain transformers are now always loaded due to the consistent demand.
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Fig. 8 Distribution of electric consumption

This has adverse effects on the life cycle of the power apparatus and might lead to
voltage imbalances, brownouts, or even blackouts. The demand-side flexibility has
become even more important given that network replacement is a very expensive
choice for system operators specifically at a distribution level.

As outlined at the beginning of this section in Fig. 2, another implication of a
pandemic is the higher use of data, due to heavy use of online meetings and online
resources to support the home-working and social distancing requirements. The need
for information and communications technologies to support digitalization has a
direct impact on the energy consumption of data centers that increases heavily [14].

Finally, there are significant consequences observed in the transportation sector.
From the road to rail, air and maritime transportations have experienced a fall in
volume. Electric transportation through cars, buses, or rail not only consumes but
also stores energy to be discharged at a later stage. The consequence is that traditional
fossil energy demand declines, but renewable energy demand increases [2].

The new demand patterns discussed above create new challenges for the energy
and power systems, regarding resiliency and reliability. Even though the total
consumption decreases, the geographical consumption is still a problem because
the distribution lines for residential consumption are overloaded, while the indus-
trial and commercial buildings with a higher capacity of connections are underused.
The pandemic implications outlined in the previous paragraphs generate a novel
health-energy nexus that requires the development of new solutions, able to tackle
the resulting challenges on the energy and power systems. The following sections
will address three pathways to tackle the health-energy nexus, VPP, the need for
interdisciplinary research, and energy informatics as a key domain.

4 Value of Virtual Power Plants Within the Novel
Health-Energy Nexus

The pandemic has shifted the focus to localized energy consumption and regenera-
tion. Consequently, the demand-side participation to provide flexibility represents a
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great opportunity to balance the supply with demand. A virtual power plant (VPP)
is formed through a collection of generation units from various sizes which are
geographically dispersed. It also includes demand-side flexibility in the portfolio.
One of the key challenges is optimal utilization of the non-dispatchable and renew-
able power generation units. A VPP can facilitate access to renewable generation
units often in remote locations. This in turn will result in better utilization of the
resources. Furthermore, the grid resiliency can be fostered through many small-
scale units acting interim a VPP. Now that the residential consumption is peaking
during the pandemic, a VPP can provide active participation for demand-side flexi-
bility. In [15], the authors report that there is a sharp decrease in the electricity from
renewable resources during the pandemic. Furthermore, the investment projects for
new generation units have been suspended due to a sharp fall in the electricity price.
Alongside, the challenges for the distribution system operator have increased due to
voltage imbalance, accurate demand projections, and flexibility reserve.

As outlined in the previous section, energy consumption has changed in both
volume and pattern due to the pandemic. While health concerns have triggered
government policies which resulted in the change, a VPP can aid in maintaining
the balance while creating economic opportunities. Demand response could provide
an immediate solution to the network capacity problem. Price signals are consid-
ered as among the clear motivators for demand shifting. Coordinating each price
signal to reach a certain volume of consumption is rather complex. Then, predicting
the consumption for the next day or week might be a too short time to draw atten-
tion. A VPP formed locally with a district or region could commit to a sizable
volume of energy consumption while relaxing the coordination challenge. Then
again, prosumers or small-scale producers participating within a VPP might provide
flexibility in terms of both production and consumption sides.

Consequently, VPP can also reinforce the network resiliency and security by
balancing the consumption and production locally to the requirements of the overall
power grid. For example, the voltage imbalance due to excessive PV injection can be
avoided by negative price signals [16]. In addition, the reactive power consumption
or production can be shifted with a better price offer. A local energy market through
a VPP can aid in maintaining overall grid resiliency and thereby enhance reliability.

Islands, suburban, rural, and other remote corners of the grid often act either
as energy injection through PV or wind resources or demand. Through VPP, these
points can take an active role in the overall grid resiliency. During pandemic or
other disaster management scenarios, they can take a more active role in balancing
the overall grid. For example, if a certain plant experiences an operational failure
in one of the networks, a VPP which has geographically distributed resources can
provide alternative solutions how to balance the grid. Peer-to-peer interactive energy
transactions [17] are gaining pace recently with energy tokenization and consumer
participation. A VPP can act as a local trading platform aggregating a small region
that might be geographically distributed. Through many VPPs within and across
distribution system operators, the market competition would derive better value for
the end-user. Unlocking economic potential and enabling participation are among
the key outcomes of transactive energy which could be realized through a VPP.
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Aggregating the individual consumption and production potential to a certain volume
would enable trading and ease of control. This phenomenon was also observed in the
transportation sector through companies like Uber, Bolt, and Ola. However, any free
market would require regulation and policies to avoid coalitions andmotivate compe-
tition.Gradually, the share of renewable resources is growing in both volume and type
making the generation distributed across the geographic region. System operators
would continue to own networks when the VPP can provide a local trading platform
for peer-to-peer energy transactions while reinforcing the network operations.

The uncertainty arising from renewable resources and catastrophic situations such
as the pandemic can also be addressed at different levels—neighborhood, city, and
regional levels. A VPP can facilitate uncertainty handling through various scenarios
within and beyond.

Finally, a VPP platform can enable geographic expansion and flexibility pool
to the power system. Scheduling the energy discharge to peak hours matching the
variable energy production from renewable resources can be facilitated through a
VPP. The same balancing effect can also be coordinated in air travels to different
locations through scheduling flights through a VPP. Consequently, the dependence
on fossil fuels could be further reduced while increasing the share of renewables in
the overall energy system.

5 Energy Informatics and Interdisciplinarity to Tackle
the Novel Health-Energy Nexus

The novel health-energy nexus is an interdisciplinary concept in itself since it touches
upon the twomain disciplines of health and energy. However, such a concept requires
an even wider interdisciplinary approach since the topics of health and energy are
nowadays tightly connected to many areas of computer science. Energy informatics,
in particular, is a novel domain that lies at the intersection of energy systems, power
systems, economics, computer engineering, and computer science. As such, energy
informatics represents a valuable subject to study and address the resiliency and relia-
bility challenges that arise within the power systems. An energy informatics perspec-
tive is therefore needed to tackle the novel health-energy nexus under pandemic
uncertainty as well as implement VPP solutions for it. Interdisciplinarity, together
with energy informatics, is therefore proposed in this section as the key instrument
to address the challenges of the health-energy nexus in general and enhance the role
of VPP in particular.

The key subjects of energy informatics have been identified in [18]. The paper
outlines how mathematical optimization, in general, and smart energy and power
systems modeling, in particular, lie at the heart of the energy informatics domain.
The paper also identifies cyber-physical energy systems (CPES) and the Internet
of Things (IoT), together with mathematical models, as the three main dimensions
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of energy informatics. The same three dimensions are key within the novel health-
energy nexus as well. Health and energy represent physical spaces tightly intercon-
nected with each other, where a wide variety of issues arise as a consequence of
their interaction. The physical space comprising the sectors of health and energy
can be investigated, understood, and controlled through modern mathematical and
computer science techniques, which altogether are part of a so-called cyberspace.
A cyberspace can successfully function through four main tasks that are strongly
interconnected:

• Learn: understand the data
• Predict: forecast and generate new data
• Model: build technological mathematical optimization models
• Optimize: utilize the data and the models to make optimal decisions that can

positively influence the physical space.

Figure 9 represents this concept. By combining the physical space and the
cyberspace outlined above, a novel Cyber-Physical Health-Energy System (CPHES)
arises as a direct consequence of the pandemic.

Once the learning and prediction tasks are over, the key is how to utilize this
new knowledge to build mathematical models that represent the physical system.
The knowledge, the data, and the models can be utilized within optimization tools,
to make optimal decisions that can positively impact the physical space where the

Fig. 9 Anovel cyber-physical health-energy system (CPHES) arising from the health-energy nexus
as a consequence of the pandemic
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health and energy sectors are located. The concept of developing tools for predictions
(i.e., machine learning) and utilizing mathematical optimization to identify optimal
decisions (both short term and long term) over such predictions marks the transition
from a limited purely predictive analytics approach, toward a more advanced and
complete prescriptive analytics approach [19].

The physical space and the cyberspace introduced above are linked through
two main tasks. “Monitoring” allows transferring data from the physical space
into cyberspace. While “Decision and Control” take the decisions developed in
cyberspace, and it implements them back into the physical space for the optimized
management of the health-energy nexus. On top of the CPHES defined above, it
is possible to add the Internet of Things (IoT). Through IoT, the CPHES can be
connected to the Internet, and decisions can be automatized and enhanced.

It is clear that mathematical modeling, with its intrinsic capability to contribute to
decisions support systems tools in general, is a key subject within the health-energy
nexus. Mathematical optimization has already been successfully applied to solve
both power and energy systems-related problems [20]. In addition, mathematical
optimization can be successfully utilized for optimal investment decision-making
and operational management of VPP [21, 22] within the nexus. The uncertainty
behind the pandemic forthcoming developments can be tackled as well by optimiza-
tion models. Resiliency and reliability issues that arise from different future energy
demand projections can be addressed in particular with stochastic, multi-horizon
optimization [23, 24] and long-term scenario development at a qualitative level.

However, the complex and interdisciplinary nature of the nexus requires the inter-
connection of different computer science subjects to tackle all the related challenges.
Interdisciplinary approaches are therefore amust to address themain cascaded impli-
cations of the pandemic as discussed in the previous sections. An example of an
interdisciplinary approach is presented in [25] where mathematical optimization is
linked to other computer science subjects to address the consequences of data centers’
energy consumption within the power systems. This can have strong implications
on the health-energy nexus as well, since an increased energy consumption within
data centers is one of the cascaded implications of the pandemic, as further discussed
previously.

6 Toward an Extended Education-Health-Energy Nexus

Figure 10 shows an extended nexus concept that arises in form of education-health-
energy nexus. Indeed, education and consequently the knowledge that grows and
spreads through education, play an important role to understand, investigate, and
address the current and future challenges posed by worldwide disasters like a
pandemic.

Increased people’s knowledge and awareness lead to better actions both for
personal health and for sustainable energy consumption. Better healthy habits
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Fig. 10 Key concepts of a
forthcoming
education-health-energy
nexus

(namely, physical activity and nutrition) lead to a stronger immune system and there-
fore mitigate the pandemic spreading [26] and the consequent effects on human
energy behavior. Better human energy behavior leads to better use of resources,
reduced energy waste, and increased sustainability. It, therefore, mitigates the chal-
lenges on the power grids. Formal education, non-formal education, and informal
education [27] are all key to lead the population toward healthier habits as well as
more sustainable choices.

Raising awareness among the population is not enough, since the pandemic chal-
lenges on the health sector and the power system sector need to be addressed also
at more specialized technical levels, by researching and investigating new solutions
and pathways. Higher education plays an important role from this point of view,
providing skills and a proper mindset to understand advanced topics relevant for the
health-energy nexus.

As shown in Fig. 10, three main pathways branch off from the education founda-
tion: interdisciplinary teaching and research in general, the novel interdisciplinary
domain of energy informatics in particular, as well as the key concept of VPP. The
first two are tightly interconnected. The latter cannot be addressed alone but requires
the first two as preparation paths to be fully understood and implemented.

Education within the energy informatics domain is still in its infancy, but recent
works in literature have highlighted and discussed the importance of educating the
future generation of energy informatics specialists, to address the future challenges
of energy and power systems as well as the increasingly interdisciplinary needs of
both research and industry [28].
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7 The Role of Energy Policies Within
the Education-Health-Energy Nexus

Energy policy is the set of measures through which the government addresses issues
related to energy growth and usage. The latter includes energy production, distribu-
tion, and consumption. While it has been discussed that the health implications of
COVID-19 affected the overall energy use and availability, it must be highlighted
that a good portion of these changes was caused by the governments’ responses and
the policies that were pursued during the pandemic outbreak. Energy security of
supply, as well as the quality and efficiency of energy services, is among key aspects
that should be addressed by energy policies, especially under the threats of pandemic
outbreaks like the one experienced with COVID-19.

Governments should identify appropriate strategies when responding to a
pandemic outbreak so that short-term policy goals aimed at tackling an emergency
will not negatively impact medium- to long-term policy goals aimed at ensuring the
security of supply and high-quality energy services.

Governments should also increase their awareness of the implications of their
measures not only at a national level but also at an international and global level.
Indeed, during the pandemic outbreak, the governments’ responses and policieswhile
being fairly ubiquitous were not the same everywhere. Therefore, some countries
have been hit much harder than others. However, it must be highlighted that the
world nowadays is tightly interconnected, and no country is an island. Therefore,
the different policies do not only directly affect the single country where they are
developed, but they also indirectly affect the surrounding countries that are connected
to it. This is particularly true when it comes to mobility constraints, which have
been playing an important role in the energy consumption changes, as well as job
allocation, during and after the pandemic. From the perspective of an interconnected
world, even though policies might have been slightly different in each country, still
their holistic effect impacted the overall energy system as a whole.

8 Conclusions

Thiswork is about a topical issue, regarding pandemic implications on the energy and
power systems, and the solutions to such issues, identified inVPP, energy informatics,
and interdisciplinary education and research. The first part of the chapter aimed at
reflecting on the implications of the COVID-19 pandemic on the energy sector. By
understanding and verifying that indeed, certain health-related events affect energy
consumption, the ambition was to introduce a new nexus concept to discuss how
the two sectors can be interconnected. The implications of health problems linked
to the pandemic uncertainty on the power and energy systems have been identified
as a novel health-energy nexus. Such nexus has been illustrated and discussed. In
addition, the new concept of Cyber-Physical Health-Energy Systems (CPHES) has
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been discussed and a further extension of the nexus toward education-health-energy
nexus has been introduced.

COVID-19 is one specific health-related event that has been used to demonstrate
that health can affect energy. However, the ambition of the chapter is to widen this
aspect by reflecting on the broad implications that health and energy have on each
other and expand the discussion toward key pathways that can help to overcome
the challenges that may arise when health and energy meet each other. While the
COVID-19 pandemic is one ongoing and topical instance that creates awareness of
the health-energy nexus, many other different and unexpected events in the health
sector may arise in the future causing similar implications on the energy sector.
The ambition is therefore to learn from the pandemic, to identify broad pathways
suitable to tackle future events within the health-energy nexus that may have similar
implications.

It is clear that the proposed health-energy nexus has important implications for the
energy and power systems as a whole. Therefore, the health-energy nexus as identi-
fied in this paper should be given more attention in the near future, and it should be
considered as a priority at policy and political levels. This can be done by devolving
funds to projects and research centers that tackle both sectors, health and energy, and
that propose interdisciplinary solutions, with computer science as the main instru-
ment to address the energy challenges. Suitable funding programs within the health-
energy nexus should be developed and made accessible both for research purposes
in academia and for applied purposes in the industrial world (namely, supporting
start-ups aimed at developing novel products able to address the challenges of the
health-energy nexus).

Asmentioned in the previous sections, research and industry are tightly connected
to education. Therefore, an education-health-energy nexus arises, where interdisci-
plinary education is the foundation to understand the subjects of health and energy
and identify pathways to address the pandemic challenges. From this perspective,
new interdisciplinary study programs should be developed to educate the new gener-
ation of energy informatics specialists, with adequate skills and mindset to take on
the current and future challenges of energy and power systems under health-related
pandemic uncertainty.

As discussed, energy policies played an important role during and after the
pandemic outbreak. Since the world is highly interconnected, energy policies have
not only direct national implications but also indirect international implications.
From the perspective of an interconnected world, even though policies might have
been slightly different in each country, still their holistic effect impacted the overall
energy system as a whole. Therefore, the conclusions in terms of the relevance of
a novel education-health-energy nexus as well as the value of pathways like VPP,
energy informatics, and interdisciplinary teaching and research are universally valid.
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Chapter 20
A Sustainable Nutritional Behavior
in the Era of Climate Changes

Gavrilaş Simona

Abstract First of all, this chapter briefly summarizes general aspects regarding
climate changes and their causes. An enlarged section dedicated to the influence of
the natural background modifications on the different ecosystems follows the intro-
ductory passages. The three principal directions considered were human health, the
food industry, and production durability. Several closing remarks, suggestions, and
conclusions end the topic approach.Thenineteenth centurymight be the startingpoint
in scientific analysis of climate change monitoring. During that time appear many
theories of the negative influence of greenhouse gas emissions and human activity on
various environmental aspects. Mathematical modeling can help connect probable
causes and the effects of multiple factors on environmental degradation. Generally,
many elements affect climate, including geographic location, airflow, characteristic
topography, and the greenhouse gases:CO2,CH4,N2O, fluorinated gases. These are
due to intensive activities, such as burning fossil gas and fuel, deforestation, animal
husbandry, nitrogen fertilizers, and fluorine-based gases. Based on their direct and
immediate impact, effects on climate change influence human health, behavior, and
the environment. The results of climate change are visible on a global scale. Regard-
less of the cause, any new situation will influence people’s eating behavior and the
environment. The current pandemic highlights the necessity and importance of a
short, secure food supply chain. The present sanitary crisis raises questions about
the possibility of people providing food. Therefore, each state tries to restrict food
exports, trying to meet the food needs of its population as much as possible from
its production. Such an approach can represent internal and external challenges:
internal to stimulate domestic production and outward to persuade partner countries
to maintain the level of food and/or related exports to a certain extent.
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1 Climate Changes

1.1 General Aspects

It is essential to understand the differences between the climate and the weather. In
contrast to the environment, the weather describes the atmospheric characteristics for
a limited period. The specialists have delimitated six zones characterized by specific
features, considering the solar radiation incidence angle: tropical, dry, subtropical,
continental, polar, and highlands.

Climate changes modify the weather paradigm observed for longer in a consid-
ered geographic area. The situation came to the researchers’ attention in the early
1980s with the rise in temperatures. Since then, scientists have made other connec-
tions between atmosphere-specific characteristics alteration and different social and
economic transformations. Most of these cause-effect associations are difficult to
prove scientifically. Generally, they are results of statistic modulation. Based on this,
climate change can have direct or indirect consequences.

Further, we emphasized several direct repercussions: increase of atmosphere and
ocean temperature, sea level, and severe precipitations enhance, glaciers reduction,
and permafrost de-icing.

The indirect outcomes are related mainly to the impact on the people and the
soundings. The two aspects directly influence all country’s economy. Till now it
was concluded that the developing countries are more negatively affected than the
developed ones. All climatic modifications might be the starting point of the water
and food crisis. These, along with high temperature and heat waves, contribute to
human health degeneration.

Primarily, the agricultural sector ensures the population’s nutritional factors.
Atmospheric inconstancy, which contributes to pests and pathogen’s proliferation,
might seriously affect it. The authorities must grant special attention to implement
optimum regimentations to limit such effects.

The impact on the biosphere might be considerable. The time required for all
species to adapt to new conditions is well known. Limited biodiversity negatively
affects all trophic chains. For example, the increase in atmospheric carbon dioxide
concentration does not affect only the terrestrial activity but also themarine one by pH
decrease due to an acid–base imbalance determined by the presence of bicarbonate
or carbonate ions. The two result from carbonic acid dissociation. The acid is the
product that results from the reaction between the atmospheric CO2 present above
the water surface.

1.2 Initiators of Climate Modification

Scientists consider greenhouse gases to be an essential factor in climate change. Their
constant increase level determined by the industrial developmentmight determine the
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meteorologicalmodifications [1]. Under this title are the gases that can assimilate and
reemit the infrared radiation released from the Earth. The greenhouse effect results
from this mechanism. Examples of such compounds areCO2,CH4, vaporized water,
O3, N2O, and F-gases. As mentioned, the connection between climate modification
and possible causes is based mainly on statistical correlations among the greenhouse
gas concentrations and the cold or the warm intervals.

The greenhouse gases have different natural and anthropic sources. They could be
a tectonic activity, ample water or land stretches, fossil fuel burn, nitrogen fertilizers
use, deforestation, animal husbandry, etc. In some cases, these could be limited.

Water vaporization has an essential role in greenhouse effect formation. Its action
mechanism is different from the other listed gases, acting as a system response to
climate. Human activity has a lower influence on atmospheric water quantity.

There is a direct dependence between the water volatilization yield and the
Earth’s surface temperature. In the inferior atmospheric layer, a high water vapor
concentration determines a high degree of infrared radiation retransmitted.

The most harmful greenhouse gas is carbon dioxide. It has three primary sources:
degradation or combustion of organic compounds, vulcanos outgassing, and aerobic
respiration. An important mechanism in carbon dioxide reduction is photosynthesis.
A clear benefit in CO2 amount decrease has reforestation and increased green areas
in this situation.

The carbonate ions react with different metals resulting in the marine animals’
shells or sedimentaryminerals, which in time are released into the atmosphere asCO2

as a result of volcano outgassing. During fermentation, carbon dioxide, and methane
form. They can be atmosphere released or rock incorporated, determining fossil fuel
formation. The result of their burning is CO2 and H2O atmosphere discharge.

Even if the biological, anthropogenic, and geochemical paths regarding the carbon
cycle are similar, their yield presents essential differences, the first two having a
significant implication in CO2 formation.

Another critical greenhouse gas is methane. Its destructive potential is higher
than the carbon dioxide due to its radioactive force released and the specific wave-
lengths absorbed. Its atmosphere concentration and resistance are lower compared
to the CO2. Higher methane quantities are in the tropical and northern wet Earth
zones. Other sources are methane-oxidizing microorganisms, volcanos, or conti-
nental compounds. In the troposphere, it reacts with hydroxyl, forming water and
carbon dioxide.

It is necessary to differentiate the ozone formed as a consequence of air pollution
from the stratospheric one. The ozone generated in the troposphere due to carbon
monoxide, nitrogen oxides, or volatile organic compounds photochemical reaction
produces the greenhouse effects.

There are production mechanism similarities independent of the initial reactant.
In all cases, after oxidation, CO2 and H2O result. For example, carbon monoxide
primarily reacts with a hydroxyl radical (1) [2]. The intermediate radical formed is
unstable and is immediately oxidized. The product is a peroxy radical (2), which
contributes to nitrogen dioxide formation in the presence of nitrogen monoxide (3).
Further, the NO2 is photolyzed by radiation with a wavelength lower them 400 nm
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with the appearance of atomic oxygen (4). According to relation (5), ozone will
result in the presence of molecular oxygen,

CO + ·OH → ·HOCO (1)

·HOCO + O2 → HO·
2 + CO2 (2)

NO + HO·
2 → NO2 + ·OH (3)

NO2
hν−→ NO + O

(
3P

)
(4)

O
(
3P

) + O2 → O3 (5)

As a result of industrialization, nitrous oxide and fluorinated gases are present in
the atmosphere at increasing levels. If the first one can result from natural water and
soil reactions, the second one has only industrial origins.

2 Climate Change Influence on Environmental
Modifications

2.1 Human Health Impact

Due to the extreme temperatures registered for long intervals, the number of deaths
determined by this situation increases every year. Another aspect to consider is the
different disease vectors that may chaotically multiply in cases of trophic chain
disruption.

The weather fluctuation inevitably affects all biological systems which need to
find the resources to adjust to the ecosystems’ perturbations. The effort implied
will generate a supplementary need for good quality assets to ensure good health.
All climate modifications raise the pressure on every individual. Factors such as
pollution or temperature modification increase the tension causing alterations of the
individual reaction.

Modifications of the environmental pattern affect all economic sectors, from agri-
culture to zootechnics, pisciculture, and altogether human health. The local speci-
ficity, geo position, informational resources, educational status, or well-being can
predict the impact [3].

Climatemodifications determined the increase of people’s vulnerability toweather
changes. The environmental changes could also influence the different health disor-
ders’ progress, the organism reaction being unpredictable in such cases. Social
programs could limit such effects, especially on the defenseless [4], to increase
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awareness of the importance of health protection. For example, it is essential to
ensure the optimum house temperature, the consumption of an adequate amount of
daily liquids, or the use of a suitable wardrobe [5], independent of the temperature
level increase or decrease compared to the known dynamics.

Another essential aspect is extreme meteorological phenomena, which lead to
floods and/or uncontrolled wastewater discharges. The release of vast amounts of
water from rivers or torrential rains usually affects essential agricultural areas and
directly impacts a vital raw material source for the food industry.

Another aspect of industrialization refers to increasing wastewater quantity and
specific parameter modification. Unfortunately, the collecting and purge systems are
usually not well dimensioned, thus contributing to the emergence of ecological disas-
ters. Lately, high amounts of heavy metals and different pathogens are present in the
wastewaters. According to recent publications, climate modification can determine
resistant microorganism’s appearance in the effluents [6]. Considering that water
from rivers is used as a source for drinking or irrigation, special attention needs
to be paid to its quality to limit the possibility of using it as a disease vector. The
recent pandemic underlined the necessity of increasing public awareness regarding
environmental protection’s importance [7].

Another factor that influences human health is air quality. More significant
problems are present in urban agglomerations where pollution usually exceeds the
allowed limits. Significant influence also has the air movement, which could contain
infectious vectors. Implementing well-directed environmental policies and reducing
the minimum admission level of the suspended particles could help human health
improvement independent of the social level apartness [8, 9].

An essential result of climate change is the increase of differentmetabolic illnesses
and malnutrition. The general knowledge level and nutritional education also influ-
ence both aspects. Inhabitants’ awareness about the importance of an equilibrated diet
and the possibility to ensure an ecological and sustainable eating attitude minimize
the health risks. Different severe weather conditions such as water or dust storms,
desertification, or air pollution contribute to food nutritional value decreases and/or
its quantity.

An aspect that should concern each decision-maker is related to the country’s
development level. A direct dependency between life length, youngs death rate, and
weather impact is present, analyzing the human health dynamic for half. People
from poor regions are more susceptible to health problems [10]. Access to informa-
tion improves human health, acting in multiple ways: sanitation enhances, nutrition
reinforcement, and ecosystem protection.

Clinicians play an essential role in raising awareness of the health risks posed
by climate change. Studies revealed that the professional’s knowledge regarding the
links between health and climate changes influences their disponibility to be involved
in such educational projects. Only a third of those interviewed in an analysis consider
that incidence of illness caused by food or water inappropriate quality is related to
climatic modifications [11]. More than half of the persons still think that is a direct
dependency only between the illnesses and poor air quality [12].
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Statistical evaluations revealed the possibility of health decline due to climate
change in the next period, even in the most developed countries. Any pandemic situ-
ation tends to decrease the population’s well-being level. One of the synergic factors
is the aging population, which cannot adapt to the new climatic and socioeconomic
conditions. Many extreme phenomena have affected the economy, properties, and
infrastructure, weakening the person’s immunity systems. The psychological stress
added to the thermal one negatively influences the organism’s defense capacity to
fight against the new pathogens [13].

2.2 Food Industry Influence

Climate changes have multiple implications in different industrial and life sectors.
It is a permanent struggle to ensure safe and nutritional food products, for the food
industry is no exception.

Various studies highlighted the possible negative influence of temperature incon-
sistancy and extreme weather phenomena on food quality. It starts from the raw
material’s characteristics and continues with all food chains that influence different
percentages. In this regard, the nourishment is more susceptible to microbial prolif-
eration and degradation. In this context, we must again underline the impact of
wastewater’s specific characteristics. Their uncontrolled discharge in different efflu-
ents affects all marine species with the potential of metal, toxin, and pathogen
contamination.

The tendency to use dehydrated food products or fresh ones is well known,
whiteout any thermal preparation or refrigeration. Such products could represent
a risk to human health from many points of view. For example, temperature shock
and its variations in fresh productswill contribute tomycotoxins formation,microbial
degradation, or zoonose transmission.

All climate modifications observed, global warming, drought prolonged periods,
torrential rains and hail, oceans and sea-level increase, influence the raw sectors for
food products: agriculture, animal husbandry, or fishing. Further, food processing and
delivery are directly or indirectly affected to environmental changes [14]. Insuranceof
safe food for populations must be a priority for each state. Implementing sustainable
policies in all food chains can lead to achieving this purpose. Encouraging the local
production and applying the principles of the short food chain determine the easy
overcome of many natural or difficult medical obstacles.

Another sector of human alimentation regards the catering services. Research in
the domain underlined the necessity of public awareness of its implications as a
source of greenhouse gases. It is expected as an informed consumer or employee
to take proper actions and decisions to limit or eliminate the negative impact of its
activities on the environment. An important aspect is related to the possibility and
opportunity to implement efficient policies for waste management.



20 A Sustainable Nutritional Behavior in the Era of Climate Changes 291

It is a known fact that this field can be a significant consumer of fresh raw food
products. Specific trends that recently are gaining ground are related to local and tradi-
tional product consumption, green production, and minimizing red meat consump-
tion [15]. All this supports the idea of a sustainable industry and limits the factors
considered to promote climate change.

Specific technologies have been present in the last years in this field. All contribute
to energy use reduction and ensure the dishes’ high nutritional value. The climate
changes indirectly influence the hospitality sector through the possible interruptions
in the supply raw food chain. These are reflected in poor quality, limited production,
or even its lack. Such situations demand imports increase and inevitably higher costs.
In the case of the foods exclusively delivered by other countries, situations such as
the present sanitary crisis inevitably attract supply distributions. Such a situation
admits as feasible the trend of using local products. Such an approach stimulates
the community to deliver fresh supplies, increasing their income but decreasing the
consumer purchase price.

The development of local small green farms may be a feasible solution to limit
the negative impact of the crisis on the ecosystem and avoid insufficient food supply
[16].

When we think about the food behavior of tourists/customers, we have in mind
the attitude they have when they serve food in a public catering unit and what actions
they take to limit the amount of waste that will reach the environment. Field research
shows a lack of research on the impact of climate change through healthy behavior.
Awareness of the client’s eating attitude regarding climate change determines their
food waste behavior [17].

One new trend in human nutrition is the vegan one. Even if there are many pros
and cons of this, from the environmental point of view, this attitude has a positive
influence, limiting the formation of greenhouse gases, which, as we said, are among
the causes of climate change. Going further, also the nourishment is green obtained
without synthetic fertilizers or pesticides. That is a second way in which the negative
effect on the natural ecosystems reduces. Another possibility to decrease the human
impact on the environment may consist of by-product utilization as raw materials
for different goods: dietary supplements, processed foods, or cosmetics. A study
from Great Britain underlines the subjects’ positive attitude regarding the possibility
of using seafood by-products to limit food waste and improve human health and
the environment. As in other research studies, also this investigation revealed the
people’s necessity to be informed in the domain and the implications that the daily
activities and attitudes may have on the surroundings and the future [18].

As mentioned above, one of the observed effects of climate change is the increase
in extreme weather patterns. Situations such as droughts or prolonged floods are
factors that cause food insecurity. Fruitful cooperation among all local and national
decision-makers can limit catastrophic situations. They can establish good practice
models, provide agricultural workers with urgent information about meteorological
phenomena on time, and adopt the best technical solutions to limit losses under
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extreme conditions [19]. Such an approach can limit or eliminate momentary deci-
sions in crises, which can decrease productive efficiency and thus increase food
insecurity.

There is a growing trend on theNorthAmerican continent to use vegetable proteins
instead of animal ones, even if we think of classic dishes such as burgers. There is an
example of dietary changes under the influence of climate change on human nutrition.

Regardless of the cause, any new situation will influence people’s eating behavior
and the environment. The pandemic underlined the necessity and importance of a
short, secure food supply chain [20].

As mentioned above, the climatic modifications significantly impact the fisheries
sector is. Fishes and seafood are known as vectors to biotoxins formations and heavy
metals chelation. It is a significant provider for both the hospitality and processing
industries. So it is necessary to underline the importance of water quality in the
fishing zone and the treatments applied after catching.

The tendency to reduce red meat consumptions and the world population increase
put pressure on the aquaculture sector, the importance of a quality protein in the diet
being undisputed. The bays and the estuaries ensure proper conditions to promote
such activity [21]. Implementation of a similar project requires determining all the
factors influencing its performance. Knowing all synergetic aspects improves the
ecosystem capacity to ensure the proper production conditions. The climatic changes
may negatively affect such an approach through the water level and/or temperature
fluctuations or extreme phenomena caused.

Another vital aspect determined by the climate changes that could go unnoticed
is the possibility of salty seawater infiltrating the groundwater [22]. The first sector
affected will be agriculture, and secondly the food, and the economy in such a
situation. Also must be mentioned the implication at the level of national security in
respect of ensuring the drinking water supply for the population. As a consequence,
rationalization could be necessary. In consideration of agriculture, a possible solution
is the use of species adapted to slated soils. A complex problem raises in respect of
the livestock sector.

The water, soil, and food system will always be interconnected and influenced
by the clime conditions. An integrating map helps to determine all the synergetic,
additive, and antagonistic relations between them. The system’s complexity and
unpredictability determine such an approach. The studies performed in this direction
aimed to present a sustainable alternative for all resource management [23].

by rain instability are other connections between environmental changes and
human nutrition is the long dry periods followed by rain instability influence the
environment dynamic and thus the human nutrition. Such situations could endanger
the agriculture sector. Low production and increased demand could lead to food
insecurity [24]. A well-planned national and international strategy is necessary to
decrease the possibility of such occurrence. The concept of sustainable resource
management has to be its central point.
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2.3 Production Sustenance

Asmentioned above, a growing number of individuals are heading toward ecological
eating concepts. Such a concept also means fewer intensive farms and livestock and
production conditions ensured as natural as possible. Regarding husbandry units, this
refers to the possibility of using the pasture in ecosystems less or minimally affected
by human intervention. An aspect that can raise problems is the natural degradations
determined by the climate perturbations and/or intensive exploitation. Significant
effects of themeadowdeterioration consist of productivity decrease, erosion increase,
and carbon sequestration reduction [25].All this is indirectly influencing humanwell-
being status. The critical aspects concern the uncontrolled use of nitrogen fertilizers,
pesticides, or herbicides for the agriculture units.

A vital aspect determined relates to the influence of the climatic changes regarding
soil pH modification and its nitrous balance modification. Implementing a durable
policy in respect of meadow exploitation can improve their productivity, the carbon,
and nitrogen balance and limit the production of greenhouse gases [25].

Different states have already adopted intelligent approaches to limit the negative
effect on output and indirectly in the economy, based on the interference of the
environmental modifications on production. The procedures implemented have as
second impact the reduction of greenhouse gases emission [26].

Adopting the proper actions to limit the effects of climate change will also reduce
the possibilities of increasing food insecurity. Long-term policy implementation in
respect of waste and resource management ensures the achievement of these objec-
tives. However, studies in the domain showed the connections between the two
issues.

3 Conclusions

The effects of climate changes are visible in many domains. Regardless of whether
these are direct or indirect, we can limit or preferable stop their negative impact by
adopting the proper and immediate measures. The authorities have an essential role
in establishing the legislative framework.

It is necessary to know asmuch as possible about all the dependencies between the
different ecosystems. They all work as a unitary whole, based on synergetic, additive,
and antagonistic relations. Specialists from different domains have to work closely
to retain the negative industrial revolution mark on the environment. An integrated
approach ensures the success of such an objective.

Research and innovation in every sector have to begin from an environmentally
friendly premise. The limitation of greenhouse gasses production and emission is
necessary. It is essential to take into consideration also the equilibrium principle for
all mechanisms projected in this sense. A gradual inclusion of all changes will ensure
a better adjustment and/or readjustment of all constituents.
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Depending on the specificity, the return to the initial conditionsmay not be entirely
possible, if not even impossible. Some examples are natural landslides, coastal
erosion, soil increase salinity, desertification, or deforestation. Such situations may
represent premises for the projection of sustainable anthropic intervention in natural
sites. During times, uncontrolled mining excavations determined soil collapse, thus
causing changes in terrestrial ecosystems.

Also, if we think to adopt principles of healthier eating habits, an initial step
consists of using organic products, meaning cleaner agriculture procedures. Such an
attitude, without a doubt, will induce the consumer’s responsibility toward a green
environment.
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Chapter 21
The Development of a Smart Tunable
Full-Spectrum LED Lighting Technology
Which May Prevent and Treat
COVID-19 Infections, for Society’s
Resilience and Quality of Life

U. Thurairajah , John R. Littlewood , and G. Karani

Abstract This paper discusses developing a smart and sustainable full-spectrum
LED lighting technology that could prevent and may treat COVID-19 infections and
enhance the global society’s resilience and quality of life (QoL). This research aims to
develop a full-spectrum lighting system using light-emitting diode (LED) technology
to provide the daylight effect for people in buildings, to improve Vitamin D during
the day which should prevent and may treat COVID-19 infections, for society’s
resilience and quality of life. The first author is undertaking the proposed work as
part of his Ph.D. at Cardiff Metropolitan University, UK, based in Canada. There
is currently (2021) no such lighting method available to treat or prevent COVID-19
infections. This novel method is not replicated but is original and could be considered
an innovative method which may prevent and may treat COVID-19 infections. This
paper will be helpful for academics, researchers, scientists, medical doctors, engi-
neers, consultants, architects, lighting designers, contractors, developers, financial
institutions, and government agencies funding to upgrades the lighting system.
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1 Introduction

AnewCOVID-19 infection pandemic began inWuhan, China, in late 2019, formerly
called 2019-nCoV [1] and renamed COVID-19 by the World Health Organization
(WHO) in February 2020. The primary reason for death is severe atypical pneumonia
[2]. Vitamin D is involved in calcium absorption, immune function, and protecting
bone, muscle, and heart health [3, 4]; it occurs naturally in some food and can also
be produced by the human body when the skin is exposed to sunlight. So, it could
be considered that the perfect daily balance for human QoL and resilience should
include food rich in Vitamin D as the appetizer and sunlight as the main course.

Exposure to full-spectrum light (sunlight), heat, and humidity seems to weaken
the coronavirus [5, 6]. The powerful effect solar light appears to have on killing the
virus is both on surfaces and in the air. Figure 1 provides the COVID-19 cases in
Ontario, Canada, fromApril 1, 2020, to January 13, 2021 [7]. The data clearly shows
that the coronavirus spreads lower during the summer months from June 20, 2020,
to September 22, 2020.

VitaminDcan be suitable because it has shown antiviral properties [8] and is freely
available through sunlight exposure or the use of LED full-spectrum light sources in
the indoor built environment. One disadvantage of sunlight is that it is not intense
enough to provide adequate Vitamin D levels throughout the year in all countries
due to different annual climatic cycles. For example, in the United Kingdom (UK),
Vitamin D that people need for a healthy lifestyle is not adequate between October
and the middle of March/April, so from 5.5 to six months of the year, so other
Vitamin D sources are needed [9]. Thus, LED full-spectrum light sources in the
indoor built environment could be one solution to prevent or protect people from the
COVID-19 virus. The development of a smart tunable full-spectrum LED lighting

Fig. 1 Data from the province of Ontario—visualizations by John McGrath [7]
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technology used to increase the Vitamin D level in the human body may prevent and
treat COVID-19 infections.

2 Background and Literature Review

Cannell et al. [10] hypothesized that thewinter peakwas due in part to the conjunction
with the season when solar ultraviolet B (UVB) doses and the 25-hydroxy vitamin
D [25(OH)D] concentrations are lowest in most mid- and high latitude countries
like Canada, Greenland (Denmark), Norway, and Alaska (United States of America
(USA). As a result, mean serum 25(OH)D concentrations in the north and central
regions of the United States of America (USA) are near 21 nanograms per milliliter
(ng/ml) in winter and 28 ng/ml in summer. In contrast, they are nearer 24 ng/ml in
the south region in winter and 28 ng/ml in summer [11]. The winter peak of influenza
also coincides with low temperature and relative humidity conditions, which allows
the influenza virus to survive longer outside the human body than under warmer
conditions [12]. Seasonal influenza infections generally peak in winter [13].

The active form of vitamin D (1,25-dihydroxy vitamin D or 1,25 (OH)2D) could
play a central role in protecting against respiratory virus infections bymodulating the
antiviral immune response via Vitamin D receptors. In winter, Vitamin D deficiency
has been found to contribute to acute respiratory distress syndrome, COVID-19, and
fatality rates increase with age, both of which are associated with lower 25(OH)D
concentration [14]. A comprehensive review of the role of Vitamin D and influenza
was published in 2018 [15]. On the positive side, Vitamin D-related innate and adap-
tive immune responses to viral infections exist. A Vitamin D randomized controlled
trial (RCT) conducted in 2010 on school children in Japan reported significantly
reduced incidence of influenza type A, but not influenza type B for children in the
treatment who were taking 1200 international units per day (IU/d) of Vitamin D [16].
Influenza typeA and typeB are similar, but typeA ismore prevalent, sometimesmore
severe, and can cause epidemics and pandemics [17]. A 13-year study conducted
between 2006 and 2018 inMilan, Italy, reported that summertimemeans of 25(OH)D
concentrations reached about 33–35 ng/ml for bothmales and females, ~20 ng/ml for
males, and 23 ng/ml for females in winter [18]. An analysis of standardized 25(OH)D
concentration data from 14 European population studies indicated that 13.0% of
the 55,844 European individuals had serum 25(OH)D concentrations <12 ng/ml on
average in the year, with 17.7%and 8.3% in those sampled during the extendedwinter
(October–March) and summer (April–November) periods, respectively [19]. A study
in Italy published in 2014 that male chronic obstructive pulmonary disease cases had
mean 25(OH)D densities of 16 ng/ml, and female patients had 25(OH)D concentra-
tions of 13 ng/ml [20]. A significant body of evidence shows that higher 25(OH)D
concentrations and vitaminD supplements reduced the risk ofmany chronic diseases,
including cancers, cardiovascular disease (CVD), and diabetes mellitus [21].

When people are exposed to full-spectrum LED light during the day, in most
cases when there are no underlying health conditions preventing sleep, they have an
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adequate sleep at night, same as sunlight exposure during the day [22]. Sufficient
sleep increasesmelatonin production, enhancing the immune system tofightCOVID-
19 in anti-inflammation, anti-oxidation, and immune response regulation [23]. The
authors [23] consider that melatonin has a high safety profile and is one way to
boost the immune system and protect the body during this COVID-19 pandemic.
Therefore, a night of sound sleep by COVID-19 patients would be highly beneficial
in their fight and resilience against the virus and detrimental impact upon their QoL.

The proposed LED full-spectrum light source can be used every day. A blood
test will reveal the individual’s Vitamin D needs. The duration of exposure can
be determined based on individual needs as per physician recommendation. For
example, 60minof full-spectrum light exposure during the daywill not be harmful but
unnecessary. Standard LED light has a higher blue spectrum and potentially causes
sleep disruption if anyone is exposed at night. But the full-spectrum LED luminaires
that emit white light are often referred to as “broad spectrum” lights similar to the
sunlight. However, it is essential to have low level and warm color temperature light
at night to create a cozy and relaxing environment, produce moremelatonin, improve
sleep quality, and prevent or treat COVID-19 infections. Figure 2 provides data from
Johns Hopkins University—COVID-19 Map and Case Count [24].

The powerful effect that of solar light that appears to have on killing the COVID-
19 virus is both on surfaces and in the air [5, 6]. Figure 2 indicates that the case count
provides the COVID-19 cases from February 2020 to March 2021. The data clearly
shows that the coronavirus spreads lower during the summer months (between June
and September) in all four countries (i.e., UK, Canada, Italy, Germany).

UK COVID-19 Map and Case Count Canada COVID-19 Map and Case Count

Germany COVID-19 Map and Case Count Italy COVID-19 Map and Case Count

Fig. 2 Data from Johns Hopkins University—COVID-19 map and case count [24]
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3 Methodology

Over millions of years, humans and their ancestors evolved under natural daylight
[25]. Anyone can witness the warm (2700 K) sunrise and 6500 K (cool-white) as the
day progresses toward noon, where correlated color temperature (CCT) peaks [26].
As time goes toward the afternoon and evening, the color temperature decreases to
around 2700 K again. Sunlight has well-balanced colors, a full spectrum, and has all
the frequencies [26]. If anyone exposes to the sunlight correctly, it can give enough
Vitamin D for our needs [9].

Various color temperatures provide different spectral power distributions (SPDs).
Therefore, anyone can tune the LED light source from less than 3000 K to more
than 6500 K to imitate the sunlight. This way, an individual can receive the required
lighting for an individual needs. The single full-spectrum light source can be used for
an individual need for a specific duration of exposure, or a smart tunable full-spectrum
light source can provide adequate lighting for individual needs.

Figure 3 provides tunable LED gradual changes of color temperature from 2700–
6500 K [26], and Fig. 4 includes two optional lighting systems (Option 1 and Option
2). If the LED is a tunable full-spectrum source, it can give different SPD based on
the requirement. The tunable LED luminaire CCT increases gradually from left to
right, and the blue increases. Perfect light at about 6500 K is almost an exact spectral
distribution match of sunlight at noon. It is a pretty good representation of light from
all the visible spectrums.

From Fig. 4, Option 1 is a 6500K full-spectrum lighting used only for a fixed-time
exposure to get enough Vitamin D. It can be used for individual needs. Option 2 is a
tunable LED from 2700 to 6500K full-spectrum lighting. It can be used for office and
residential applications. This light treatment can be called the complementary and
alternative medical electric light optional therapy (CAMELOT) method to prevent
and treat COVID-19.

Fig. 3 Tunable LED gradual changes of color temperature from 2700 to 6500 K [26]

Fig. 4 Option 1 and option 2 lighting system
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In this paper, the effect of the latest available LED luminaire has been used to
suppress melatonin and increase Vitamin D and cortisol production during the day.
The study was based on various SPDs of a test tunable LED luminaire from 2700
to 6500 K. The results may show a strong correlation between CCT and Vitamin D
production. However, Vitamin D production may vary for different LEDs with the
same CCT since the SPD varies based on the type of LED used. The SPDs for the
test LED luminaire for various CCTs were presented in Figs. 5, 6, and 7, and their
corresponding colorimetric parameters are described in Table 1.

LED technology and phosphor compositions bring a wide range of opportunities
to create any required SPD of white light. For that reason, there is a theoretically
unlimited number of ways to generate white light. The SPDs of LEDswith additional
blue light radiation within the maximum melanopsin sensitivity range energize and
produce cortisol and Vitamin D. Any other researchers for validation can repeat this
method and confirm the usefulness of this CAMELOT treatment method.

Fig. 5 SPD and chromaticity diagram for test LED luminaire for 2712 K

Fig. 6 SPD and chromaticity diagram for test LED luminaire for 4040 K
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Fig. 7 SPD and chromaticity diagram for test LED luminaire for 6228 K

Table 1 Colorimetric
parameters of the test LED
luminaire

SPD Test LED luminaire

Source CCT (K) 2700 4000 6500

Measured CCT (K) 2712 4040 6228

CRI 97.9 96 97.5

X 0.4624 0.3767 0.3171

Y 0.4167 0.3680 0.3366

S/P 1.321 1.929 2.446

Peak (nm) 632.8 450.7 449.5

Red (%) 26.9 21.1 15.8

Green (%) 71.6 75.85 79.7

Blue (%) 1.5 3.1 4.5

Vitamin Da Very low Low High

aThere is no clinical trial completed to verify the amount ofVitamin
D production at this time

4 Results

The scope of this paper is to develop and test an LED light model with various SPDs
to imitate the sunlight CCTs. Therefore, the author carefully designed and tested
the LED light model. The tests were conducted in May 2021 using the OHSP350
spectrometer, and the results of the tunable LED luminaire are shown in Table 1.

There is ambient light from the laboratory environmental and data taking distance
influence while taking the above-noted data. Therefore, the corresponding source
color temperatures 2700 K, 4000 K, and 6500 K were displayed as 2712 K, 4040 K,
and 6228 K in Table 1. There is a clear relationship between the CCT of the test LED
luminaire and its Vitamin D and cortisol production and alertness. Therefore, the
colder light, like 6500KCCT,might bring significantly higherVitaminDproduction.
On the other hand, researchers indicated that the dim lighting with the low CCT
are most helpful light for relaxation and might not suppress much melatonin and
gradually make a person fall asleep [27].
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5 Discussion

The method discussed in this paper makes artificial light the most like the sunlight to
keep the natural biological rhythm for humans. In contrast, such dynamic light might
support boosting Vitamin D production, alertness, and concentration when needed
or help relax and fall asleep to support fast recovery. Ultraviolet B (UVB) peek at
300 nm is more responsible for Vitamin D production and melatonin suppression
peeks at 480 nm, accountable for alertness [28]. Therefore, stimulation by light is
crucial in this area. For that reason, special LEDs with increased radiation of around
300 nm to 480 nm are needed for this application.

However, only 5% of the UVB wave reaches the earth from sunlight [29]. There-
fore, too much UVB is not necessary for Vitamin D production. The clinical trials
for Vitamin D production and validation will be covered under a separate paper.
Additional light radiated around the maximum melanopsin sensitivity will influ-
ence melatonin suppression during the day. Consequently, such light will increase
cortisol production, improve alertness, and energize during the day. But it is essential
to mention that irresponsible use of this light during the night might disturb sleep
and negatively affect the human body.

The melanopsin is a short-wavelength-sensitive pigment with a peak spectral
sensitivity near 480 nm, rendering some intrinsically photosensitive retinal ganglion
cells (ipRGCs) [30]. These ipRGCs mediate most effects of light on the circadian
clock. Therefore, overexposure to the high color temperature light is not recom-
mended during the night. The best way to control blue light from artificial light
sources is to tune the LED luminaires at the application level below 3000 K. There-
fore, special attention should be paid to the exposure time and duration while turning
on and turning the light source.

6 Conclusion

There are two different approaches to light treatment: An intelligent full-spectrum
LED lighting for individuals is Option 1, and an intelligent tunable full-spectrum
LED lighting for office, or residential lighting applications is Option 2. Option 1
is used for schedules or fixed-time light exposure for individual needs. Option 2
provides the opportunity to raise or lower the color temperature and intensity based
on the requirement. It has the flexibility to operate as a standard lighting system. It is
not harmful if it runs over the time limit since it is not a UVB light but a full-spectrum
lighting.

The ability to tune the lights to different light levels and color temperature signif-
icantly benefits residential and office applications. Anyone can use the required
lighting levels and color temperature and use this lighting as therapy where required.
The proper controls system will enhance lighting service while reducing operational
costs and energy. This method contains a detailed analysis of all aspects of the design
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process. Therefore, this novel method can be regarded as an innovative method that
may prevent and treat COVID-19. Therefore, this light treatment can be called the
complementary and alternative medical electric light optional therapy (CAMELOT)
method to prevent and treat COVID-19.

There are adequate research and clinical data to endorseVitaminD used to prevent
or treatCOVID-19.However, ongoing,moreobservational studies evaluate the role of
vitamin D in preventing and treating COVID-19. In order to validate the CAMELOT
method, further clinical trials should be conducted to verify theVitaminD production
against the corresponding LED luminaires CCTs and SPDs.
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Chapter 22
Energy-Efficient Technologies
for Ultra-Low Temperature
Refrigeration

Cosmin Mihai Udroiu, Adrián Mota-Babiloni, Carla Espinós-Estévez,
and Joaquín Navarro-Esbrí

Abstract New vaccines have been developed in response to the current COVID-
19 pandemic, and some of these require ultra-low temperature refrigeration
(at−80 °C). After their appearance, the number of ultra-low temperature freezers of
different capacities has been increased worldwide. Sustainable transition is ongoing
in many refrigeration and heat pump applications following what is established in
national and international regulations. However, many have not controlled ultra-low
temperature refrigeration because of the challenges associated with these systems’
operation. The energy performance is low for this range of temperatures because
of the distance between the heat sink and source temperatures. Moreover, a limited
number of refrigerants are available because of restrictions in their normal boiling
point and other challenges related to the lubricating oil. This chapter presents the
main characteristics of several technologies (vapor compression cycle with element
variations, sublimation, or absorption cycle) that can be applied for this range of
temperatures, focusing on the constructing elements, advantages, and drawbacks.
Then, recently developed configurations that can appear in commercial systems in
the coming years are explored. These configurations are based on vapor compression
cascade cycles, including an intermediate heat exchanger, ejector, and three-stage.
It is seen that despite the increase in complexity and investment of the advanced
configurations, the decrease in coefficient of performance is still notable, causing an
increase in the operating cost. Apart from the additional elements or stages, working
fluids used in these configurations are critical parameters for increasing the resulting
energy performance and cooling capacity, ending with more sustainable ultra-low
temperature freezers.
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1 Impact, Requirements, and Challenges of Low
and Ultra-Low Temperature Refrigeration on Biomedical
Research

Biomedical research andmedical clinics need refrigerated storage to conserve critical
samples, medications, vaccines, organs, etc., at very precisely controlled tempera-
tures. Regular refrigerators and freezers are not appropriate as they fail to provide
uniform temperature stability. Therefore, they compromise the integrity of the stored
samples and hence reproducible results or even life-threatening scenarios. Also,
biomedical research can often require explosion-proof refrigerators and freezers for
flammable materials. In addition to negligible temperature fluctuations, these refrig-
erators are highly recommended to have quick temperature recoveries, given that
their doors are continually opened and closed. Moreover, room temperature samples
are sometimes stored directly at ultra-low refrigerators, avoiding the thawing of
neighboring samples at the unit. Also, when this equipment fails to keep the optimal
temperature range, audible and visual alarms are needed to ensure the contents are
protected. These readouts are often pointed reads, but bulk data recording is highly
recommended for monitoring if any abnormality is found in the samples at a certain
point during the long-term storage.

Regarding ~4 °C refrigerators, they store most of the daily chemical reagents used
in biomedical research. They span from cell culture compounds (culture medium,
L-glutamine, non-essential amino acids, gelatin, etc.) to biomolecular reagents such
as antibodies, enzyme-linked immunoassays (ELISAs), flow cytometry compounds,
protein, and ribonucleic (RNA) extraction reagents.

Regular ~−20 °C freezers host many other different samples such as stable
dilutions of deoxyribonucleic acid (DNA), complementary DNA (cDNA), primers,
polymerase chain reaction (PCR) reagents, enzymes, some drugs, and vaccines.
However, specific samples and more complex compounds, due to their nature,
need ultra-low temperatures according to thermostability studies. Examples of these
types of compounds are unstable RNA solutions, liquid nitrogen (LN2) snap-frozen
tissues, and protein extracts. All these samples contain a vast amount and variety of
destructive enzymes called hydrolases. For instance, RNase (destruction of RNA),
proteases (destruction of proteins), or phosphatases (dephosphorylation) can threaten
the integrity of the samples. Conversely, at very low temperatures (around ~−80 °C),
all these catalyzed degradation reactions happen more slowly; it is the same idea as
freezing food in the food industry to keep it from spoiling.

Finally, on the other extreme of the temperature range, cell lines need temperatures
under−135 °C for long-term storage to keep their properties and grow and multiply
correctly when thawed. Cells are probably some of the most delicate tools used in
a biomedicine laboratory. They need a controlled freezing gradient of −1 °C per
min until they reach −80 °C to avoid ice formation injury and then transferred to
freezers that reach between −196 and −135 °C temperatures. All methods used
for this ultra-low temperature storage have advantages and disadvantages that must
be assessed by the research center, such as the electric freezer with LN2 back-up,
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liquid phase nitrogen freezers, and vapor phase nitrogen freezers. Unfortunately, this
type of freezer is not the most common in research centers or hospitals because
not many samples require these ultra-low temperatures. Moreover, they encompass
many special safety issues such as the risk of asphyxiation, and thus dedicated liquid
nitrogen storage areas get dangerous restricted access rooms.

As an example, recently, with the appearance of the Sars-CoV-2 pandemic and
vaccines, a problem that has been present in our society for a long time has become
evident, deep freezing. Vaccines can be produced by numerous different mecha-
nisms giving rise to the wide offer of effective, safe, and lasting vaccines. They
can be inactivated, live-attenuated, viral vectors, toxoids, messenger RNA (mRNA),
and subunits/recombinant/polysaccharides/conjugates vaccines. Depending on the
development mechanism, their storage requirements and shelf lives may be different.
Storage and logistical transport at refrigerators or freezers from −20 to 8 °C are
virtually feasible everywhere, except in countries with limited access to refrigera-
tors. This is the case of Johnson & Johnson (2 to 8 °C), Astra Zeneca (2 to 8 °C), and
Moderna (from −25 to −15 °C, but it can be stored during one month at 2 to 8 °C)
vaccines, which can face better the already established infrastructure of hospitals
and vaccination centers and fit better the current logistical cold chains. However,
Pfizer-BioNTech vaccine based on mRNA fails to be kept at −20 °C like Moderna,
which has some stabilizing technologies such as lipid nanoparticles that allow better
conservation and prevents RNA degradation as the temperature rises.

However, these technologies, together with modified stabilized nucleosides, are
far from solving the cold-chain problem after the stress testing drugmaker companies
have performed and reported. Also, −80 °C freezers (Fig. 1) are not a daily basis

Fig. 1 Biomedical
refrigerator
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device that can be found in hospitals at huge numbers, hence hindering, even more,
the administration of these doses. The so-called pizza boxes have been designed by
Pfizer to transport 195 vials in each box in payloadswith dry ice, which can store vials
in the package at−80 °C for some days. This transport method is widely used to ship
frozen items. Nevertheless, dry ice production and transport logistics cannot harbor
these massive deliveries of doses. Additionally, dry ice cannot provide a constant
and uniform temperature around the parcel, jeopardizing the integrity of the mRNA
and hence provoking a life-threatening situation in a global pandemic.

The following chapter will recapitulate the main characteristics, advantages, and
drawbacks of different ultra-low temperature configurations. The aim is to shed some
light on not widely used but existing technologies that can provide better and cost-
effective efficiencies in low temperature freezers, aiming to provide alternatives to
gold-standard refrigeration devices.

2 Configurations

There are numerous technologies in refrigeration, and they are classified then
according to configurations. The concept of configurations refers to arranging the
components into a circuit, obtaining different groups with typical peculiarities.

The most common configurations in refrigeration are the following: simple, indi-
rect expansion, cascade, intermediate exchanger, ejector, multi-stage, absorption,
and auto-cascade.

2.1 Single-Stage

This configuration is the basis for all configurations and contains the essential
elements of the refrigeration machine for a reliable and safe operation. Figure 2
shows its four main elements.

Fig. 2 Scheme of a single-stage cycle
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Fig. 3 Scheme of an
indirect expansion cycle

The compressor has the function of compressing the refrigerant, absorbing the
energy supplied externally. After the compressor, the refrigerant passes through the
condenser, an exchanger that generally expels the heat to the environment, space,
or fluid. In contrast, the refrigerant is cooled down by changing the phase from
superheated gas to subcooled liquid to pass through the throttling device mechanism,
which expands to generate a pressure drop, be it an expansion valve, capillary tube,
or another. Finally, the refrigerant passes through the evaporator, which is another
exchanger. Still, this process simultaneously transfers heat from a space or fluid to
the refrigerant, turning it into a vapor state (with a certain degree of overheating) and
returning to the compressor.

2.2 Indirect Expansion

This configuration requires an additional heat transfer fluid (at low temperatures,
mixtures based on glycol or CO2), whose only function is carrying the cooling effect
to an evaporator located in another position.When using a flammable, highly toxic or
high global warming potential (GWP) refrigerant, the refrigerant charge is reduced
and contained in the primary circuit. In its most basic configuration, apart from
the evaporator of the primary vapor compression circuit, it has an evaporator that
exchanges heat between the two circuits, a pump for the secondary fluid and the
external heat exchanger, as shown in Fig. 3.

2.3 Cascade

The cascade system consists of different vapor compression circuits linked by an
additional exchanger (cascade heat exchanger in Fig. 3).Different refrigerantsmaybe
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Fig. 4 Scheme of a cascade
cycle

used in each circuitwithoutmass exchange according to themost suitable temperature
range, as shown in Fig. 4.

According to the optimal temperature range for performance (in operational and
energetic terms), one of the most significant benefits of this system is using different
refrigerants in each circuit. The higher stage circuit is subjected to higher pressures
and temperatures. In contrast, the refrigerant in the low stage circuit covers lower
temperatures at acceptable pressures (they are known as the high and low temper-
ature circuits, respectively). The compression pressure ratio and discharge temper-
atures are significantly reduced for high-temperature lifts, but their construction is
more complex than single-stage cycles. Therefore, it offers several possibilities for
optimization and increasing energy efficiency.

Usually, the interest is in the low stage circuit’s refrigeration, for which an evap-
orator is used in the cooling process. Contrary to indirect refrigeration systems,
both circuits are vapor compression cycles, so the fluid goes through the four main
processes typically observed.

2.4 Intermediate Heat Exchanger (IHX)

As shown in Fig. 5, this configuration introduces an additional heat exchanger
(different from those mentioned in the indirect expansion and cascade cycles,
Sects. 2.2 and 2.3, respectively), achieving two fundamental effects. On the one
hand, it superheats the refrigerant before the compressor inlet, ensuring it is in vapor
phase. On the other hand, it subcools the refrigerant in the liquid line, increasing the
refrigeration effect (evaporator enthalpy difference) and ensuring it is in the liquid
phase. However, it increases the compressor suction temperature, decreases the mass
flow rate, and increases discharge temperature.

The use of the intermediate heat exchanger (IHX, also known as liquid-to-suction
heat exchanger) does not guarantee an increase in COP (coefficient of performance).
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Fig. 5 Scheme of a cycle
with intermediate heat
exchanger

It is only observedwhen the increase in the refrigeration effect ismore significant than
resulting in specific compression work. The final effect depends on the refrigerant
and the operating conditions, and it should be studied on a case-by-case basis. It is
commonly seen in other applications due to its simplemodification. In small capacity
systems, it can be observed in the formof a capillary tube-suction line heat exchanger.
The capillary tube is rolled with the suction line, so pressure drop and subcooling in
one side and superheating are co-occurring.

2.5 Ejector

The ejectors have the role of occupying the function of the expander component of
the circuit, as shown in Fig. 6.

Fig. 6 Scheme of a cycle
with ejector
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Fig. 7 Schematic representation of an ejector and its main parts

The ejector consists of different parts described in Fig. 7. The first part is the
nozzle, which is responsible for converting the potential energy of the primary fluid
(the one that comes from the condenser) into kinetic energy, a divergent-convergent
transformation zone.

In turn, the rest of the ejector can be divided into three zones: a converging section
that works as a mixing chamber, a constant area section, and finally, a diffuser as
a diverging section. In the convergent part, the primary and secondary fluids are
mixed and directed to the second part, taking advantage of the kinetic energy. The
fluid passes through the second part, a zone of a constant area where the pressure
increases, and the flow becomes subsonic to pass to the diffuser, an inverted cone. In
this zone, the high pressure and temperature flow stream (that of the primary fluid)
is transferred to the low pressure and temperature stream (secondary), suctioning the
secondary flow so that it mixes in the step described above. The fluid experiences a
significant pressure loss in this last stage until it reaches the target outlet pressure.

2.6 Multi-stage

It uses several compressors, dividing the compression process into several stages,
allowing a higher temperature lift. The refrigerant discharged by the low stage
compressor is desuperheated by mixing it with the refrigerant from another part
of the circuit in the liquid or vapor phase using an additional heat exchanger or
a phase separator. Subsequently, it goes through the high stage compressor, thus
decreasing the partial pressure ratio and final discharge temperature more than if it
just comprised a compressor. The total electricity consumption is usually reduced for
higher temperature lifts. Figure 8 shows an example of a vapor injection two-stage
cycle, in which a part of the refrigerant is injected at an intermediate pressure in
vapor phase. The main drawback is that the total mass flow rate compressed by the
high stage compressor is higher than single-stage cycles.
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Fig. 8 Scheme of a
multi-stage cycle

2.7 Absorption

In this configuration, like in the ejector, one of the main components of the cycle
is replaced—in this case, the compressor. For this configuration, the compressor is
substituted by a subcircuit called the absorption system.

The absorption system canwork based on two processes, as explained by Srikhirin
et al. [1]. In the first process, two vessels are connected, having a binary solution of a
working fluid formed by one part of the refrigerant and the other absorbent, each in
a container. The absorbent in the container takes the refrigerant vapor from the other
container provoking a pressure drop. While the refrigerant vapor is being absorbed,
the temperature of the remaining refrigerant decreases due to its vaporization. Conse-
quently, it cools the refrigerant container. At the same time, the solution within the
container that previously contained only the absorbent becomes more diluted due to
the higher content of absorbed refrigerant.

When the solution becomes saturated, the refrigerant is extracted from the diluted
solution, heat is applied to the vessel, and the refrigerant vapor returns to the other
container. It condenses when transferring heat to the surroundings.

Nevertheless, these two processes do not have to occur in the same vessels. Since
the first process occurs at a higher pressure than the second, an expansion valve and
a pump are necessary, Fig. 9.

As a result of this system, vessels on the right side have the role of a condenser
and evaporator, yielding and absorbing energy, respectively. Thus, it has the same
effects as in the simple cycle described above in this chapter.

This system has the disadvantage of offering very low COPs because of being an
inefficient system, partly due to the need to use thermal energy in the compression
system, which is inconvenient. However, it is not based on synthetic refrigerants
as most vapor compression cycles neither require a compressor, which consumes
electricity and produces noise and vibrations and increases the maintenance cost of
the installation.
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Fig. 9 Absorption cycle

Fig. 10 Scheme of an auto-cascade cycle

2.8 Auto-Cascade

The auto-cascade configuration follows the premise of the cascade of separating
the refrigerants for different temperatures-pressures required. A cycle is designed
in which the refrigerants flow through separate lines due to their thermodynamic
properties and later put them back together. Still, this system is not achieved by
separating them in different cycles but by causing their separation in a single physical
cycle. Figure 10 shows a basic scheme of a simple auto-cascade cycle configuration.

The benefits of the cascade system are varied, allowing, for example, to have a
more significant temperature difference without the need of separating the refriger-
ants in different cycles. The main drawbacks are the choice of refrigerants and the
difficulty when designing the cycles so that refrigerants separate.

2.9 CO2 Sublimation

Recently, a new type of cycle appeared that allows CO2 to work at temperatures
below its triple point. This point occurs when the CO2 reaches a temperature of −
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57.57 ºC and 5.1 bar of pressure, converging the three states simultaneously. Below
this point, the refrigerant would theoretically go from the gaseous state directly to
the solid state. But, CO2 would be able to reach up to approximately −78 °C while
maintaining a metastable liquid phase.

This can be achieved through cycle modifications such as those already exposed
above, for example, double compression. Additionally, the introduction of an
intermediate exchanger or the use of cascade systems can also be considered.

3 Ultra-Low Temperature Configurations’ Recent Findings

A review of the systems used in ultra-low temperature refrigeration and refrigerants
can be read in the article by Mota-Babiloni et al. [2]. Cascade and auto-cascade
systems are the most widely used in commercial low or ultra-low temperature
freezers. This is because they present considerable advantages when tackling high-
temperature lifts, as shown by Mumanachit et al. [3], who compared the cascade
system with the double stage. They concluded that the cascade is more efficient
below the optimal point of the COP and more cost-effective below −46.2 ºC.

After that, all the configurations reviewed come from modifications of the basic
cascade refrigeration cycle.

3.1 Two-Stage Cascade

Relative to simple cascade cycles, Di Nicola et al. [4] compared different hydroflu-
orocarbons (HFCs) to the natural refrigerant R-717 at temperatures of −70 ºC,
concluding that ammonia is around 5% superior in terms of COP.

Lee et al. [5] investigated the optimum condensation temperature to maxi-
mize COP and decrease energetic losses. They observed that COP increases with
increasing evaporation but decreases with increasing condensation temperature and
temperature variation. Alberto Dopazo et al. [6] confirmed the influence of operating
temperature variations in the COP. They quantified a 70% increase in the COP when
the evaporator temperature goes from −55 to −30 ºC. When the condenser temper-
ature rises from 25 to 50 ºC, it causes a 45% drop in the COP. In the same way, they
found that an IHX temperature increase from 3 to 6 ºC reduces COP by 9%. A proper
IHX optimization is essential to have an optimal operating temperature, according
to the research of Sun et al. [7]. It also observed that R-41 is a good substitute for
R-23.

Experimentation has also been carried out in cascades with not-in-kind refriger-
ants such as HFE-7000 and HFE-7100. Adebayo et al. [8] concluded that the pair
that obtains the highest COP is R-717/R-744, while the opposite is observed with
HFE-7100/R-744.
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3.2 Cascade with Intermediate Heat Exchanger

The same research mentioned above by Di Nicola et al. proposes using an IHX in the
low stage (LS) circuit, concluding that it could benefit energy performance. It is not
until years later, when Bhattacharyya et al. [9] studied a cascade system with IHXs,
positioning one in the high stage circuit (HS) and the other in LT, trying to optimize
it and first observed that the performance of the other system is independent of the
exchangers’ performance.

Liu et al. [10] carried out a theoretical and experimental study of a cascade system
with an IHX in the LS cycle but could turn it into dual. They observed that the COP
was lower if only the LS IHX worked, so the dual cycle has a higher potential for
energy performance improvement. Also, Dubey et al. [11] proposed a cascade system
with two IHXs, observing that the COPwith HS IHXwas greater than that of the LS.
They proved that the higher the temperature difference in the cascade heat exchanger,
the lower the COP. Also, the lower the temperature of the LS evaporator, the lower
the COP.

3.3 Cascade with Ejector

Aghazadeh Dokandari et al. [12] proposed two ejectors in a two-stage cascade,
placing one in each subcircuit. They reported a 7% COP increase in comparison
with a standard cascade system. Li et al. [13] compared a cascade circuit with an LS
IHX and the same circuit but adding an LS ejector. They concluded that the ejector
reduces energy consumption by 4.8%, but they will extend this study in the future.

3.4 Cascade with Three Stages

Another way to cascade is to use even more than two stages. Johnson et al. [14]
developed a three-stage cascade with dynamic control, showing effectiveness against
flowdisturbances in the secondary fluid.A comprehensive comparison of refrigerants
is found in the article by Sun et al. [7] inwhich the following groups of refrigerants are
recommended: R-1150/41/717, R-1150/41/152a, R-1150/41/161, R-1150/170/717,
R-1150/170/152a, and R-1150/170/161.

4 Conclusions

The slower development of ultra-low temperature refrigeration compared to other
refrigeration and heat pump applications makes evident the gap existing in this field
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yet to be discovered and analyzed. Existing challenges are related to difficulties
in proper and long-life system operation and improvement in energy efficiency.
The need of preserving vaccines at −80 °C is increasing the attention devoted to
refrigeration at extreme or not-in-kind conditions, such as ultra-low temperature.

Most of the commercial ultra-low temperature freezers today are based on two-
stage cascades. Ejectors in refrigerators are still developing early, even in more
typical refrigeration applications such as commercial supermarket refrigeration or
air conditioning. Therefore, it is still far frombeing a reality in this application.On the
other side, the other promising configuration, auto-cascades, is preferred for lower
evaporating temperatures because its complexity is still seen as a significant problem.
Three-stage cascades are not considered a firm candidate for this temperature lift,
in which a two stage is considered a good trade-off between energy efficiency and
complexity/cost. Only the internal heat exchanger is considered as an improvement
for two-stage cascades.

Several projects have concluded over the last few years and pointed out that
refrigeration at these temperatures should be based on cascade cycles. However, the
sector has not been developed and studied in-depth beyond other configurations,
three-stage cascades, or more complex cycles, optimizing each circuit’s working
fluids. Many refrigerants have been theoretically considered in research projects, but
it seems that the hydrocarbons R-290 in high stage and R-170 are going to phase-
down HFCs traditionally used. Given the current opposition of some countries and
sectors to the use of 4th generation HFO and HCFOs, it is likely that they will not
enter the ultra-low temperature market.
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